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Abstract

A G-metric over an abelian linearly ordered group G = (G,⊙,≤)
is a binary operation, dG , verifying suitable properties. We consider
a particular G metric derived by the group operation ⊙ and the total
weak order ≤, and show that it provides a base for the order topology
associated to G.

Key words: G-metric, abelian linearly ordered group, multi-criteria
decision making.
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1 Introduction

The object of the investigation in our previous papers have been the pair-
wise comparison matrices that, in a Multicriteria Decision Making context,
are a helpful tool to determine a weighted ranking on a set X of alternatives
or criteria [1], [2], [3]. The pairwise comparison matrices play a basic role in
the Analytic Hierarchy Process (AHP), a procedure developed by T.L. Saaty
[17], [18], [19]. In [14], the authors propose an application of the AHP for
reaching consensus in Multiagent Decision Making problems; other consensus
models are proposed in [6], [11], [15], [16].

The entry aij of a pairwise comparison matrix A = (aij) can assume
different meanings: aij can be a preference ratio (multiplicative case) or a
preference difference (additive case) or aij is a preference degree in [0, 1]
(fuzzy case). In order to unify the different approaches and remove some
drawbacks linked to the measure scale and a lack of an algebraic structure,
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in [7] we consider pairwise comparison matrices over abelian linearly ordered
groups (alo-groups). Furthermore, we introduce a more general notion of
metric over an alo-group G = (G,⊙,≤), that we call G-metric; it is a binary
operation on G

d : (a, b) ∈ G2 → d(a, b) ∈ G,

verifying suitable conditions, in particular: a = b if and only if the value
of d(a, b) coincides with the identity of G. In [7], [8], [9], [10] we consider a
particular G-metric, based upon the group operation ⊙ and the total order
≤. This metric allows us to provide, for pairwise comparison matrices over
a divisible alo-group, a consistency index that has a natural meaning and it
is easy to compute in the additive and multiplicative cases.

In this paper, we focus on a particular G-metric introduced in [7] look-
ing for a topology over the alo-group in which the G-metric is defined. By
introducing the notion of dG-neighborhood of an element in an alo-group
G = (G,⊙,≤), we show that the above G-metric generates the order topol-
ogy that is naturally induced in G by the total weak order ≤.

2 Abelian linearly ordered groups

Let G be a non empty set, ⊙ : G × G → G a binary operation on G, ≤
a total weak order on G. Then G = (G,⊙,≤) is an alo-group, if and only if
(G,⊙) is an abelian group and

a ≤ b⇒ a⊙ c ≤ b⊙ c. (1)

As an abelian group satisfies the cancellative law, that is a⊙ c = b⊙ c⇔
a = b, (1) is equivalent to the strict monotonicity of ⊙ in each variable:

a < b⇔ a⊙ c < b⊙ c. (2)

Let G = (G,⊙,≤) be an alo-group. Then, we will denote with:

• e the identity of G;

• x(−1) the symmetric of x ∈ G with respect to ⊙;

• ÷ the inverse operation of ⊙ defined by a÷ b = a⊙ b(−1),

• x(n), with n ∈ N0, the (n)-power of x ∈ G:

x(n) =

{
e, if n = 0
x(n−1) ⊙ x, if n ≥ 1;
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• < the strict simple order defined by x < y ⇔ x ≤ y and x ̸= y;

• ≥ and > the opposite relations of ≤ and < respectively.

Then

b(−1) = e÷ b, (a⊙ b)(−1) = a(−1) ⊙ b(−1), (a÷ b)(−1) = b÷ a; (3)

moreover, assuming that G is no trivial, that is G ̸= {e}, by (2) we get

a < e⇔ a(−1) > e, a < b⇔ a(−1) > b(−1) (4)

a⊙ a > a ∀a > e, a⊙ a < a ∀a < e. (5)

By definition, an alo-group G is a lattice ordered group [4], that is there
exists a ∨ b = max{a, b}, for each pair (a, b) ∈ G2. Nevertheless, by (5), we
get the following proposition.

Proposition 2.1. A no trivial alo-group G = (G,⊙,≤) has neither the great-
est element nor the least element.

Order topology. If G = (G,⊙,≤) is an alo-group, then G is naturally
equipped with the order topology induced by ≤ that we will denote with τG.
An open set in τG is union of the following open intervals:

• ]a, b[= {x ∈ G : a < x < b};

• ]←, a[= {x ∈ G : x < a};

• ]b,→ [= {x ∈ G : x > b};

and a neighborhood of c ∈ G is an open set to which c belongs. Then G×G is
equipped with the related product topology. We say that G is a continuous
alo-group if and only if ⊙ is continuous.

Isomorphisms between alo- groups An isomorphism between two alo-
groups G = (G,⊙,≤) and G ′ = (G′, ◦,≤) is a bijection h : G → G′ that is
both a lattice isomorphism and a group isomorphism, that is:

x < y ⇔ h(x) < h(y) and h(x⊙ y) = h(x) ◦ h(y). (6)

Thus, h(e) = e′, where e′ is the identity in G ′, and

h(x(−1)) = (h(x))(−1). (7)
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By applying the inverse isomorphism h−1 : G′ → G, we get:

h−1(x′ ◦ y′) = h−1(x′)⊙ h−1(y′), h−1(x′(−1)

) = (h−1(x′))(−1). (8)

By the associativity of the operations ⊙ and ◦, the equality in (6) can be
extended by induction to the n-operation

⊙n
i=1 xi, so that

h(
n⊙

i=1

xi) =⃝n
i=1h(xi), h(x(n)) = h(x)(n). (9)

3 G-metric

Following [5], we give the following definition of norm:

Definition 3.1. Let G = (G,⊙,≤) be an alo-group. Then, the function:

|| · || : a ∈ G→ ||a|| = a ∨ a(−1) ∈ G (10)

is a G-norm, or a norm on G.

The norm ||a|| of a ∈ G is also called absolute value of a in [4].

Proposition 3.1. [7] The G-norm satisfies the properties:

1. ||a|| = ||a(−1)||;

2. a ≤ ||a||;

3. ||a|| ≥ e;

4. ||a|| = e⇔ a = e;

5. ||a(n)|| = ||a||(n);

6. ||a⊙ b|| ≤ ||a|| ⊙ ||b||. (triangle inequality)

Definition 3.2. Let G = (G,⊙,≤) be an alo-group. Then, the operation

d : (a, b) ∈ G2 → d(a, b) ∈ G

is a G-metric or G-distance if and only if:

1. d(a, b) ≥ e;

2. d(a, b) = e⇔ a = b;
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3. d(a, b) = d(b, a);

4. d(a, b) ≤ d(a, c)⊙ d(b, c).

Proposition 3.2. [7] Let G = (G,⊙,≤) be an alo-group. Then, the operation

dG : (a, b) ∈ G2 → dG(a, b) = ||a÷ b|| ∈ G (11)

is a G-distance.

Proposition 3.3. [7] Let G = (G,⊙,≤) and G ′ = (G′, ◦,≤) be alo-groups,
h : G → G′ an isomorphism between G and G ′. Then, for each choice of
a, b ∈ G :

dG′(h(a), h(b)) = h(dG(a, b)). (12)

Corolary 3.1. Let h : G → G′ be an isomorphism between the alo-groups
G = (G,⊙,≤) and G ′ = (G′, ◦,≤). If a′ = h(a), b′ = h(b), r′ = h(r) ∈ G′,
then r > e⇔ r′ > e′ and

dG′(a′, b′) < r′ ⇔ dG(a, b) < r.

4 Examples of continuous alo-groups over a

real interval

An alo-group G = (G,⊙,≤) is a real alo-group if and only if G is a subset
of the real line R and ≤ is the total order on G inherited from the usual
order on R. If G is a proper interval of R then, by Proposition 2.1, it is an
open interval.

Examples of real divisible continuous alo-groups are the following (see [8]
[9]):

Additive alo-group R = (R,+,≤), where + is the usual addition on R.
Then, e = 0 and for a, b ∈ R and n ∈ N:

a(−1) = −a, a÷ b = a− b, a(n) = na.

The norm ||a|| = |a| = a ∨ (−a) generates the usual distance over R:

dR(a, b) = |a− b| = (a− b) ∨ (b− a).

7



B. Cavallo and L. D’Apuzzo

Multiplicative alo-group ]0,+∞[ = (]0,+∞[, ·,≤), where · is the usual
multiplication on R. Then, e = 1 and for a, b ∈]0,+∞[ and n ∈ N:

a(−1) = 1/a, a÷ b =
a

b
, a(n) = an.

The norm ||a|| = |a| = a∨a−1 generates the following ]0,+∞[ - distance

d]0,+∞[(a, b) =
a

b
∨ b

a
.

Fuzzy alo-group ]0,1[= (]0, 1[,⊗,≤), where ⊗ is the binary operation in
]0, 1[:

⊗ : (a, b) ∈]0, 1[×]0, 1[ 7→ ab

ab+ (1− a)(1− b)
∈]0, 1[, (13)

Then, 0.5 is the identity element, 1 − a is the inverse of a ∈]0, 1[,
a÷ b = a(1−b)

a(1−b)+(1−a)b
, a(0) = 0.5,

a(n) =
an

an + (1− a)n
∀n ∈ N (14)

and

d]0,1[(a, b) =
a(1− b)

a(1− b) + (1− a)b
∨ b(1− a)

b(1− a) + (1− b)a
=

a(1− b) ∨ b(1− a)

a(1− b) + b(1− a)
.

(15)

Remark 4.1. By Proposition 2.1, the closed unit interval [0, 1] can not be
structured as an alo-group; thus, in [7], the authors propose ⊗ as a suitable
binary operation on ]0, 1[, satisfying the following requirements: 0.5 is the
identity element with respect to ⊗; 1 − a is the inverse of a ∈]0, 1[ with
respect to ⊗; (]0, 1[,⊗,≤) is an alo-group. The operation ⊗ is the restriction
to ]0, 1[×]0, 1[ of the uninorm:

U(a, b) =

{
0, (a, b) ∈ {(0, 1), (1, 0)};

ab
ab+(1−a)(1−b)

, otherwise.

The uninorms have been introduced in [12] as a generalization of t-norm
and t-conorm [13] and are commutative and associative operations on [0, 1],
verifying the monotonicity property (1).
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5 dG- neighborhoods and order topology

In this section G = (G,⊙,≤) is an alo-group and dG the G-distance in
(11).

Definition 5.1. Let c, r ∈ G and r > e; then the dG-neighborhood of c with
radius r is the set:

NdG(c; r) = {x ∈ G : dG(x, c) < r}. (16)

Of course c ∈ NdG(c; r) for each r > e. Then, NdG(c) will denote a dG-
neighborhood of c and NdG the set of the all dG-neighborhoods of the elements
of G.

Proposition 5.1. Let c, r ∈ G and r > e; then:

NdG(c; r) =]c÷ r, c⊙ r[

Proof. By properties (2), (3), (4) we get c÷ r = c⊙ r(−1) < c < c⊙ r
and:

x ∈ NdG(c; r)

⇕
e ≤ x÷ c < r

or

e < c÷ x < r

⇕
e ≤ x÷ c < r

or

r(−1) < x÷ c < e

⇕
c ≤ x < c⊙ r

or

c÷ r < x < c

⇕

x ∈]c÷ r, c⊙ r[.

2
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Proposition 5.2. Let h : G→ G′ be an isomorphism between the alo-group
G = (G,⊙,≤) and the alo-group G ′ = (G′, ◦,≤). Then, for each choice of
c, r ∈ G and c′, r′ ∈ G such that c′ = h(c), r > e and r′ = h(r), the following
equality holds:

NdG′ (c
′; r′) = h(NdG(c; r)). (17)

Proof. By Proposition 3.3 and Corollary 3.1. 2

Example 5.1. The neighborhoods related to the examples in Section 4 are
the following:

• in the additive alo-group R = (R,+,≤), the neighborhood of c with
radius r is the open interval ]c− r, c+ r[;

• in the multiplicative alo-group ]0,+∞[ = (]0,+∞[, ·,≤), the neighbor-
hood of c with radius r is the interval ] c

r
, c · r[;

• in the fuzzy alo-group ]0,1[= (]0, 1[,⊗,≤), the neighborhood of c with

radius r is the open interval ] c(1−r)
c(1−r)+(1−c)r

, cr
cr+(1−c)(1−r)

[.

By Proposition 5.1, NdG(c; r) is a particular neighborhood of c in the
order topology τG. We show by means of the following results that the set
NdG generates the order topology associated to G.

Proposition 5.3. Let A be an open set in the order topology τG. Then for
each c ∈ A there exists a dG-neighborhood of c included in A.

Proof. It is enough to prove the assertion in the case that A is an open
interval ]a, b[. Let c ∈]a, b[ and r = dG(a, c)∧ dG(b, c) = (c÷ a)∧ (b÷ c). Let
us consider the cases:

1. r = c÷ a ≤ b÷ c;

2. r = b÷ c < c÷ a.

In the first case, a = c ÷ r, c ⊙ r ≤ b and so ]c ÷ r, c ⊙ r[⊆ A =]a, b[;
thus, by Proposition 5.1, NdG(c; r) ⊆ A. In the second case, the inclusion
NdG(c; r) ⊆ A can be proved by similar arguments. 2

Corolary 5.1. The set NdG of the all dG-neighborhoods of the elements of G
is a base for the order topology τG.
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Abstract

In this paper by considering the notion of hyper pseudo BCK-
algebra, we classify the set of all non-isomorphic hyper pseudo BCK-
algebras of order 3. For this, we define the notion of simple and normal
condition and we characterize the all of hyper pseudo BCK-algebras
of order 3 that satisfies these conditions.

Key words: Hyper pseudo BCK-algebra, Simple condition, Nor-
mal condition.

2000 AMS subject classifications: 97U99.

1 Introduction

The study of BCK-algebras was initiated at 1966 by Y. Imai and K.
Iséki in [5] as a generalization of the concept of set-theoretic difference and
propositional calculi. In order to extend BCK-algebras in a noncommutative
form, Georgescu and Iorgulescu [4] introduced the notion of pseudo BCK-
algebras and studied their properties. The hyperstructure theory (called also
multialgebra) was introduced in 1934 by F. Marty [10] at the 8th Congress
of Scandinavian Mathematicians. Since then many researchers have worked
on algebraic hyperstructures and developed it. A recent book [3] contains a
wealth of applications. Via this book, Corsini and Leoreanu presented some
of the numerous applications of algebraic hyperstructures, especially those
from the last fifteen years, to the following subjects: geometry, hypergraphs,
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binary relations, lattices, fuzzy sets and rough sets, automata, cryptography,
codes, median algebras, relation algebras, artificial intelligence and proba-
bilities. Hyperstructures have many applications to several sectors of both
pure and applied sciences. In [1, 9], R. A. Borzooei et al. applied the hy-
perstructures to (pseudo) BCK-algebras and introduced the notion of hyper
(pseudo) BCK-algebra which is a generalization of (pseudo) BCK-algebra
and investigated some related properties. In [2], R. A. Borzooei et al. clas-
sified all hyper BCK-algebras of order 3. Now, in this paper we classify the
set of all non-isomorphic hyper pseudo BCK-algebras of order 3.

2 Preliminaries

Definition 2.1. [9] By a hyper BCK-algebra we mean a nonempty set H
endowed with a hyperoperation ”◦” and a constant 0 satisfy the following
axioms:

(HK1) (x ◦ z) ◦ (y ◦ z) ≪ x ◦ y,

(HK2) (x ◦ y) ◦ z = (x ◦ z) ◦ y,

(HK3) x ◦H ≪ {x},

(HK4) x ≪ y and y ≪ x imply x = y.

for all x, y, z ∈ H, where x ≪ y is defined by 0 ∈ x ◦ y and for every
A,B ⊆ H, A ≪ B is defined by ∀a ∈ A, ∃b ∈ B such that a ≪ b. In such
case, we call ” ≪ ” the hyperorder in H.

Definition 2.2. [1] A hyper pseudo BCK-algebra is a structure (H, ◦, ∗, 0)
where ”∗” and ”◦” are hyper operations on H and ”0” is a constant element,
that satisfies the following: for all x, y, z ∈ H,

(PHK1) (x ◦ z) ◦ (y ◦ z) ≪, x ◦ y, (x ∗ z) ∗ (y ∗ z) ≪ x ∗ y,

(PHK2) (x ◦ y) ∗ z = (x ∗ z) ◦ y,

(PHK3) x ◦H ≪ {x}, x ∗H ≪ {x},

(PHK4) x ≪ y and y ≪ x imply x = y.

where x ≪ y ⇔ 0 ∈ x ◦ y ⇔ 0 ∈ x ∗ y and for every A,B ⊆ H, A ≪ B is
defined by ∀a ∈ A, ∃b ∈ B such that a ≪ b.

Theorem 2.1. [2, 9] Any BCK-algebra and hyper BCK-algebra is a hyper
pseudo BCK-algebra.
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Proposition 2.1. [1] In any hyper pseudo BCK-algebra H, the following
hold:

(i) 0 ◦ 0 = {0}, 0 ∗ 0 = {0}, x ◦ 0 = {x}, x ∗ 0 = {x},

(ii) 0 ≪ x, x ≪ x, A ≪ A,

(iii) 0 ◦ x = {0}, 0 ∗ x = {0}, 0 ◦ A = {0}, 0 ∗ A = {0}.

for all x, y, z ∈ H and for all nonempty subsets A and B of H.

Theorem 2.2. [2] There are 19 non-isomorphic hyper BCK-algebras of or-
der 3.

Note: From now on, in this paper H = {0, a, b} is a hyper pseudo BCK-
algebra of order 3, unless otherwise state.

3 Characterization of Hyper Pseudo BCK-

algebras of Order 3

Definition 3.1. [2] We say that H satisfies the normal condition if one of
the conditions a ≪ b or b ≪ a holds. If no one of these conditions hold, then
we say that H satisfies the simple condition.

Definition 3.2. Let (H1, ◦1, ∗1, 01) and (H2, ◦2, ∗2, 02) be two hyper pseudo
BCK-algebras and f : H1 → H2 be a function. Then f is said to be a
homomorphism iff

(i) f(01) = 02

(ii) f(x ◦1 y) = f(x) ◦2 f(y), ∀x, y ∈ H1

(iii) f(x ∗1 y) = f(x) ∗2 f(y), ∀x, y ∈ H1.

If f is one to one (onto) we say that f is a monomorphism (epimorphism)
and if f is both one to one and onto, we say that f is an isomorphism.

Definition 3.3. Let I ⊆ H. Then we say that I is a proper subset of H if
I ̸= {0} and I ̸= H.

15
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3.1 Characterization of hyper pseudo BCK-algebras of
order 3 that satisfy the simple condition

Theorem 3.1. There are only 10 hyper pseudo BCK-algebras of order 3,
that satisfy the simple condition.

Proof. Let H satisfy the simple condition. Now, we prove the following
statements:

(i) For all x, y ∈ H which x ̸= y, then x ̸∈ y ◦ x and x ̸∈ y ∗ x.

(ii) a ◦ b = a ∗ b = {a} and b ◦ a = b ∗ a = {b}.

(iii) a ◦ a and a ∗ a are equal to {0} or {0, a} and b ◦ b and b ∗ b are equal
to {0} or {0, b}.

For the proof of (i), let x ̸= y and x ∈ y ◦ x, by the contrary. Clearly x ̸= 0.
Because if x = 0, then y ̸= 0 and 0 ∈ y ◦ 0 = {y}, which is impossible.
Moreover, since y ◦ x ≤ y, then x ≤ y which is impossible by the simplicity
of H. By the similar way, we can prove that x ̸∈ y ∗ x.

(ii) Since a ̸≤ b, then 0 ̸∈ a ◦ b and 0 ̸∈ a ∗ b. Hence a ◦ b and a ∗ b can
not be equal to {0}, {0, a}, {0, b} or {0, a, b}. Since by (i), we have b ̸∈ a ◦ b
and b ̸∈ a ∗ b, we conclude that a ◦ b and a ∗ b can not be equal to {b} or
{a, b}. Thus a ◦ b = a ∗ b = {a}. By the similar way, we can prove that
b ◦ a = b ∗ a = {b}.

(iii) Since a ≪ a, the only cases for a◦a and a∗a are {0}, {0, a}, {0, b} or
{0, a, b}. Also we have a ◦ a ≤ a and a ∗ a ≤ a. Thus b ̸∈ a ◦ a and b ̸∈ a ∗ a.
Hence the only cases for a ◦a and a ∗a are {0} or {0, a}. By the similar way,
we can prove that b ◦ b and b ∗ b are equal to {0} or {0, b}.

Therefore, by (i), (ii) and (iii) we conclude that there are 16 hyper pseudo
BCK-algebras of order 3, which satisfy the simple condition. But some of
them are isomorphic under the map f : H → H which is defined by f(0) = 0,
f(a) = b and f(b) = a. Hence there are 10 hyper pseudo BCK-algebras of
order 3, that satisfy the simple condition. Now, we give these hyper pseudo
BCK-algebras:

◦1 0 a b
0 {0} {0} {0}
a {a} {0} {a}
b {b} {b} {0}

∗1 0 a b
0 {0} {0} {0}
a {a} {0} {a}
b {b} {b} {0}

◦2 0 a b
0 {0} {0} {0}
a {a} {0} {a}
b {b} {b} {0}

∗2 0 a b
0 {0} {0} {0}
a {a} {0} {a}
b {b} {b} {0,b}
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◦3 0 a b
0 {0} {0} {0}
a {a} {0} {a}
b {b} {b} {0}

∗3 0 a b
0 {0} {0} {0}
a {a} {0,a} {a}
b {b} {b} {0,b}

◦4 0 a b
0 {0} {0} {0}
a {a} {0} {a}
b {b} {b} {0,b}

∗4 0 a b
0 {0} {0} {0}
a {a} {0} {a}
b {b} {b} {0}

◦5 0 a b
0 {0} {0} {0}
a {a} {0} {a}
b {b} {b} {0,b}

∗5 0 a b
0 {0} {0} {0}
a {a} {0} {a}
b {b} {b} {0,b}

◦6 0 a b
0 {0} {0} {0}
a {a} {0} {a}
b {b} {b} {0,b}

∗6 0 a b
0 {0} {0} {0}
a {a} {0,a} {a}
b {b} {b} {0,b}

◦7 0 a b
0 {0} {0} {0}
a {a} {0} {a}
b {b} {b} {0,b}

∗7 0 a b
0 {0} {0} {0}
a {a} {0,a} {a}
b {b} {b} {0}

◦8 0 a b
0 {0} {0} {0}
a {a} {0,a} {a}
b {b} {b} {0,b}

∗8 0 a b
0 {0} {0} {0}
a {a} {0} {a}
b {b} {b} {0}

◦9 0 a b
0 {0} {0} {0}
a {a} {0,a} {a}
b {b} {b} {0,b}

∗9 0 a b
0 {0} {0} {0}
a {a} {0} {a}
b {b} {b} {0,b}

◦10 0 a b
0 {0} {0} {0}
a {a} {0,a} {a}
b {b} {b} {0,b}

∗10 0 a b
0 {0} {0} {0}
a {a} {0,a} {a}
b {b} {b} {0,b}
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3.2 Characterization of hyper pseudo BCK-algebras of
order 3 that satisfy the normal condition

Note: From now on, in this section we let H = {0, a, b} satisfies the
normal condition. Since in this condition, a ≤ b or b ≤ a, so without loss of
generality we let a ≤ b and b ̸≤ a i.e., 0 ∈ a ◦ b∩ a ∗ b, 0 ̸∈ b ◦ a and 0 ̸∈ b ∗ a.
Lemma 3.1. Only one of the following cases hold for b ∗ a and b ◦ a.

(NPHB1) b ◦ a = b ∗ a = {a},

(NPHB2) b ◦ a = {a}, b ∗ a = {a, b},

(NPHB3) b ◦ a = b ∗ a = {b},

(NPHB4) b ◦ a = {a, b}, b ∗ a = {a},

(NPHB5) b ◦ a = b ∗ a = {a, b}.

Proof. Since 0 ̸∈ b ◦ a and 0 ̸∈ b ∗ a, then b ◦ a and b ∗ a are equal to
one of the sets {a}, {b} or {a, b}.

If b◦a = {a}, then b∗a ̸= {b}. Since if b∗a = {b}, then (b◦a)∗a ̸= (b∗a)◦a.
Hence b ∗ a = {a} or {a, b}.

If b ◦ a = {b}, then b ∗ a ̸= {a, b} and {a}. Since if b ∗ a = {a, b} or {a},
then (b ◦ a) ∗ a ̸= (b ∗ a) ◦ a. Hence b ∗ a = {b}.

If b ◦ a = {a, b}, then b ∗ a ̸= {b}. Since if b ∗ a = {b}, then (b ◦ a) ∗ a ̸=
(b ∗ a) ◦ a. Hence b ∗ a = {a} or {a, b}. Therefore, we have the above cases.
Lemma 3.2. Only one of the following cases hold for a ∗ b and a ◦ b.

(NPHA1) a ◦ b = a ∗ b = {0}.

(NPHA2) a ◦ b = a ∗ b = {0, a}.

(NPHA3) a ◦ b = {0}, a ∗ b = {0, a}.

(NPHA4) a ◦ b = {0, a}, a ∗ b = {0}.

Proof. Since 0 ∈ a ◦ b∩ a ∗ b, then a ◦ b and a ∗ b are equal to one of the
sets {0}, {0, a}, {0, b} or {0, a, b}. Moreover, since a ◦ b ≤ a and a ∗ b ≤ a,
then b ̸∈ a ◦ b and b ̸∈ a ∗ b. Hence the only cases for a ◦ b and a ∗ b are {0}
or {0, a}. Therefore, we have the above cases.
Lemma 3.3. Only one of the following cases hold for a ∗ a and a ◦ a.

(i) a ◦ a = a ∗ a = {0},

(ii) a ◦ a = {0}, a ∗ a = {0, a},
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(iii) a ◦ a = {0, a}, a ∗ a = {0},

(iv) a ◦ a = a ∗ a = {0, a}.

Proof. Since 0 ∈ a ◦ a ∩ a ∗ a, then a ◦ a and a ∗ a can be equal to
the one of cases {0}, {0, a}, {0, b} or {0, a, b}. Moreover, since a ◦ a ≤ a and
a ∗ a ≤ a, then b ̸∈ a ◦ a and b ̸∈ a ∗ a. Hence the only cases for a ◦ a and
a ∗ a are {0} or {0, a}. Therefore, we have the above cases.
Theorem 3.4. There are only 5 non-isomorphic hyper pseudoBCK-algebras
of order 3, that satisfy the normal condition and condition (NPHB1).

Proof. SinceH satisfies the condition (NPHB1), then b◦a = b∗a = {a}.
Case (NPHA1): We have a ∗ b = a ◦ b = {0}. If a ◦ a = {0, a} or

a ∗ a = {0, a}, then (a ◦ a) ◦ (b ◦ a) ̸≪ a ◦ b and (a ∗ a) ∗ (b ∗ a) ̸≪ a ∗ b.
Therefore, a◦a = a∗a = {0}. Moreover, if b◦ b and b∗ b are equal to the one
of sets {0, b} or {0, a, b}, then (b◦b)◦ (a◦b) ̸≪ b◦a and (b∗b)∗ (a∗b) ̸≪ b∗a.
Therefore, in this case b◦ b and b∗ b are equal to the one of sets {0} or {0, a}.
Now, we consider the following cases:

(1) b ◦ b = b ∗ b = {0}. Thus in this case, we have the following tables:

∗1 0 a b
0 {0} {0} {0}
a {a} {0} {0}
b {b} {a} {0}

◦1 0 a b
0 {0} {0} {0}
a {a} {0} {0}
b {b} {a} {0}

(2) b◦ b = {0} and b∗ b = {0, a}. Thus in this case, we have the following
tables:

∗2 0 a b
0 {0} {0} {0}
a {a} {0} {0}
b {b} {a} {0}

◦2 0 a b
0 {0} {0} {0}
a {a} {0} {0}
b {b} {a} {0,a}

(3) b ◦ b = {0, a} and b ∗ b = {0}. Thus similar to (2), we have one hyper
pseudo BCK-algebra in this case.

(4) b ◦ b = b ∗ b = {0, a}. Thus in this case, we have the following tables:

∗4 0 a b
0 {0} {0} {0}
a {a} {0} {0}
b {b} {a} {0,a}

◦4 0 a b
0 {0} {0} {0}
a {a} {0} {0}
b {b} {a} {0,a}

Case (NPHA2): We have a ∗ b = a ◦ b = {0, a}. If a ◦ a = {0} or a ∗ a = {0},
then (a ◦ b) ◦ (a ◦ b) ̸≪ a ◦ a and (a ∗ b) ∗ (a ∗ b) ̸≪ a ∗ a. Therefore, a ◦ a =
a ∗ a = {0, a}. Moreover, if b ◦ b and b ∗ b are equal to the one of sets {0, b}

19



R. A. Borzooei, A. Rezazadeh and R. Ameri

or {0, a, b}, then (b ◦ b) ◦ (a ◦ b) ̸≪ b ◦ a and (b ∗ b) ∗ (a ∗ b) ̸≪ b ∗ a and if
b◦b = {0} or b∗b = {0}, then (b◦a)◦(b◦a) ̸≪ b◦b and (b∗a)∗(b∗a) ̸≪ b∗b.
Therefore, b ◦ b = b ∗ b = {0, a}. Thus we have the following case:

∗5 0 a b
0 {0} {0} {0}
a {a} {0,a} {0,a}
b {b} {a} {0,a}

◦5 0 a b
0 {0} {0} {0}
a {a} {0,a} {0,a}
b {b} {a} {0,a}

Case (NPHA3): We have a ∗ b = {0, a} and a ◦ b = {0}. Since (a ∗ b) ∗
(a ∗ b) ≪ a ∗ a, then a ∗ a = {0, a}. Moreover, since a ◦ b = {0}, then
a ◦ a ̸= {0, a}, because (a ◦ a) ◦ (b ◦ a) ̸≪ a ◦ b. Thus a ◦ a = {0} and in this
case (b ∗ a) ◦ a ̸= (b ◦ a) ∗ a.

Case (NPHA4): We have a ∗ b = {0} and a ◦ b = {0, a}. In this case we
can show that (b ∗ a) ◦ a ̸= (b ◦ a) ∗ a. Therefore, we have not any hyper
pseudo BCK-algebras.

We can check that all of the these 5 cases are hyper pseudo BCK-algebras
and each of them are not isomorphic together.
Theorem 3.5. There are only 6 non-isomorphic hyper pseudoBCK-algebras
of order 3, that satisfy the normal condition and condition (NPHB2).

Proof. Since H satisfies the condition (NPHB2), then b ◦ a = {a} and
b ∗ a = {a, b}.

Case (NPHA1): We have a ∗ b = a ◦ b = {0}. If one of the a ◦ a or a ∗ a
are equal to {0, a}, then (a ◦ a) ◦ (b ◦ a) ̸≪ a ◦ b and (a ∗ a) ∗ (b ∗ a) ̸≪ a ∗ a.
Hence we have a ∗ a = a ◦ a = {0}. But in this case (b ∗ a) ◦ a ̸= (b ◦ a) ∗ a.
Therefore, we have not any hyper pseudo BCK-algebras in this case.

Case (NPHA2): We have a ∗ b = a ◦ b = {0, a}. If a ◦ a = {0} or
a∗a = {0}, then (a◦ b)◦ (a◦ b) ̸≪ a◦a and (a∗ b)∗ (a∗ b) ̸≪ a∗a. Therefore,
a ◦ a = a ∗ a = {0, a}. Moreover, if b ∗ b is equal to the one of sets {0} or
{0, a}, then (b∗a)∗ (b∗a) ̸≪ b∗ b. Therefore, in this case b∗ b is equal to the
one of sets {0, b} or {0, a, b} and if b ◦ b is equal to the one of sets {0, b} or
{0, a, b}, then (b ◦ b) ◦ (a ◦ b) ̸≪ b ◦ a. Hence in this case b ◦ b is equal to the
one of sets {0} or {0, a}. Moreover, since a ◦ a = {0, a}, if b ◦ b = {0}, then
(b ◦ a) ◦ (b ◦ a) ̸≪ b ◦ b. Thus b ◦ b = {0, a}. Now, we consider the following
cases:

(1) b ◦ b = {0, a} and b ∗ b = {0, b}. Thus in this case, we have the
following tables:

◦1 0 a b
0 {0} {0} {0}
a {a} {0,a} {0,a}
b {b} {a} {0,a}

∗1 0 a b
0 {0} {0} {0}
a {a} {0,a} {0,a}
b {b} {a,b} {0,b}
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(2) b ◦ b = {0, a} and b ∗ b = {0, a, b}. Thus in this case, we have the
following tables:

◦2 0 a b
0 {0} {0} {0}
a {a} {0,a} {0,a}
b {b} {a} {0,a}

∗2 0 a b
0 {0} {0} {0}
a {a} {0,a} {0,a}
b {b} {a,b} {0,a,b}

Case (NPHA3): We have a ∗ b = {0, a} and a ◦ b = {0}. If a ∗ a = {0}
and a ◦ a is equal to {0} or {0, a}, then (a ∗ b) ∗ (a ∗ b) ̸≪ a ∗ a. Thus
a ∗ a = {0, a}. Moreover, if b ∗ b is equal to the one of sets {0} or {0, a}, then
(b ∗ a) ∗ (b ∗ a) ̸≪ b ∗ b. Therefore, in this case b ∗ b is equal to the one of
sets {0, b} or {0, a, b} and if b ◦ b is equal to the one of sets {0, b} or {0, a, b},
then (b ◦ b) ◦ (a ◦ b) ̸≪ b ◦ a. Thus in this case b ◦ b is equal to the one of sets
{0} or {0, a}. Now, we consider the following cases:

(1) b◦b = {0} and b∗b = {0, b}. If a◦a = {0, a}, then (b◦a)◦(b◦a) ̸≪ b◦b.
Hence a ◦ a = {0}. Thus in this case, we have the following tables:

◦3 0 a b
0 {0} {0} {0}
a {a} {0} {0}
b {b} {a} {0}

∗3 0 a b
0 {0} {0} {0}
a {a} {0,a} {0,a}
b {b} {a,b} {0,b}

(2) b◦b = {0} and b∗b = {0, a, b}. If a◦a = {0, a}, then (b◦a)◦ (b◦a) ̸≪
b ◦ b. Hence a ◦ a = {0}. Thus in this case, we have the following tables:

◦4 0 a b
0 {0} {0} {0}
a {a} {0} {0}
b {b} {a} {0}

∗4 0 a b
0 {0} {0} {0}
a {a} {0,a} {0,a}
b {b} {a,b} {0,a,b}

(3) b◦b = {0, a} and b∗b = {0, b}. If a◦a = {0, a}, then (a◦a)◦ (b◦a) ̸≪
a ◦ b. Hence a ◦ a = {0}. Thus in this case, we have the following tables:

◦5 0 a b
0 {0} {0} {0}
a {a} {0} {0}
b {b} {a} {0,a}

∗5 0 a b
0 {0} {0} {0}
a {a} {0,a} {0,a}
b {b} {a,b} {0,b}

(4) b◦b = {0, a} and b∗b = {0, a, b}. If a◦a = {0, a}, then (a◦a)◦(b◦a) ̸≪
a ◦ b. Hence a ◦ a = {0}. Thus in this case, we have the following tables:

◦6 0 a b
0 {0} {0} {0}
a {a} {0} {0}
b {b} {a} {0,a}

∗6 0 a b
0 {0} {0} {0}
a {a} {0,a} {0,a}
b {b} {a,b} {0,a,b}
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Case (NPHA4): We have a ∗ b = {0} and a ◦ b = {0, a}. If a ◦ a = {0}
and a ∗ a is equal to {0} or {0, a}, then (a ◦ b) ◦ (a ◦ b) ̸≪ a ◦ a. Thus
a ◦a = {0, a}. Moreover, if b ∗ b is equal to the one of sets {0} or {0, a}, then
(b ∗ a) ∗ (b ∗ a) ̸≪ b ∗ b. Therefore, in this case b ∗ b is equal to the one of sets
{0, b} or {0, a, b}. Moreover, if a ∗ a = {0, a}, then (a ∗ a) ∗ (b ∗ a) ̸≪ a ∗ b.
Hence a ∗ a = {0}. But in this case (b ◦ a) ∗ b ̸= (b ∗ b) ◦ a. Therefore, we have
not any hyper pseudo BCK-algebras.

We can check that all of the these 6 cases are hyper pseudo BCK-algebras
and each of them are not isomorphic together.
Theorem 3.6. There are only 70 non-isomorphic hyper pseudo BCK-
algebras of order 3, that satisfy the normal condition and condition (NPHB3).

Proof. Since H satisfies the condition (NPHB3), then b◦a = b∗a = {b}.
Case (NPHA1): We have a ∗ b = a ◦ b = {0}. Now, we consider the

following cases:
(1) b ◦ b = b ∗ b = {0}. In this case, we have the following tables:

◦1 0 a b
0 {0} {0} {0}
a {a} {0} {0}
b {b} {b} {0}

∗1 0 a b
0 {0} {0} {0}
a {a} {0} {0}
b {b} {b} {0}

◦2 0 a b
0 {0} {0} {0}
a {a} {0} {0}
b {b} {b} {0}

∗2 0 a b
0 {0} {0} {0}
a {a} {0,a} {0}
b {b} {b} {0}

◦3 0 a b
0 {0} {0} {0}
a {a} {0,a} {0}
b {b} {b} {0}

∗3 0 a b
0 {0} {0} {0}
a {a} {0} {0}
b {b} {b} {0}

◦4 0 a b
0 {0} {0} {0}
a {a} {0,a} {0}
b {b} {b} {0}

∗4 0 a b
0 {0} {0} {0}
a {a} {0,a} {0}
b {b} {b} {0}

(2) b ◦ b = {0} and b ∗ b = {0, b}. In this case, we have the following tables:

◦5 0 a b
0 {0} {0} {0}
a {a} {0} {0}
b {b} {b} {0}

∗5 0 a b
0 {0} {0} {0}
a {a} {0} {0}
b {b} {b} {0,b}
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◦6 0 a b
0 {0} {0} {0}
a {a} {0} {0}
b {b} {b} {0}

∗6 0 a b
0 {0} {0} {0}
a {a} {0,a} {0}
b {b} {b} {0,b}

◦7 0 a b
0 {0} {0} {0}
a {a} {0,a} {0}
b {b} {b} {0}

∗7 0 a b
0 {0} {0} {0}
a {a} {0} {0}
b {b} {b} {0,b}

◦8 0 a b
0 {0} {0} {0}
a {a} {0,a} {0}
b {b} {b} {0}

∗8 0 a b
0 {0} {0} {0}
a {a} {0,a} {0}
b {b} {b} {0,b}

(3) b ∗ b = {0} and b ◦ b = {0, b}. Similar to (2), we have four hyper
pseudo BCK-algebras in this case.

(4) b◦b = {0} and b∗b = {0, a}. If a◦a = {0}, then (b◦a)∗b ̸= (b∗b)◦a.
Thus in this case, we have the following tables:

◦13 0 a b
0 {0} {0} {0}
a {a} {0,a} {0}
b {b} {b} {0}

∗13 0 a b
0 {0} {0} {0}
a {a} {0} {0}
b {b} {b} {0,a}

◦14 0 a b
0 {0} {0} {0}
a {a} {0,a} {0}
b {b} {b} {0}

∗14 0 a b
0 {0} {0} {0}
a {a} {0,a} {0}
b {b} {b} {0,a}

(5) b∗b = {0} and b◦b = {0, a}. If a∗a = {0}, then (b∗a)◦b ̸= (b◦b)∗a.
Thus similar to (4), we have two hyper pseudo BCK-algebras in this case.

(6) b◦b = {0} and b∗b = {0, a, b}. If a◦a = {0}, then (b◦a)∗b ̸= (b∗b)◦a.
Thus in this case, we have the following tables:

◦17 0 a b
0 {0} {0} {0}
a {a} {0,a} {0}
b {b} {b} {0}

∗17 0 a b
0 {0} {0} {0}
a {a} {0} {0}
b {b} {b} {0,a,b}

◦18 0 a b
0 {0} {0} {0}
a {a} {0,a} {0}
b {b} {b} {0}

∗18 0 a b
0 {0} {0} {0}
a {a} {0,a} {0}
b {b} {b} {0,a,b}
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(7) b∗b = {0} and b◦b = {0, a, b}. If a∗a = {0}, then (b∗a)◦b ̸= (b◦b)∗a.
Thus similar to (6), we have two hyper pseudo BCK-algebras in this case.

(8) b ◦ b = b ∗ b = {0, b}. Thus in this case, we have the following tables:

◦21 0 a b
0 {0} {0} {0}
a {a} {0} {0}
b {b} {b} {0,b}

∗21 0 a b
0 {0} {0} {0}
a {a} {0} {0}
b {b} {b} {0,b}

◦22 0 a b
0 {0} {0} {0}
a {a} {0} {0}
b {b} {b} {0,b}

∗22 0 a b
0 {0} {0} {0}
a {a} {0,a} {0}
b {b} {b} {0,b}

◦23 0 a b
0 {0} {0} {0}
a {a} {0,a} {0}
b {b} {b} {0,b}

∗23 0 a b
0 {0} {0} {0}
a {a} {0} {0}
b {b} {b} {0,b}

◦24 0 a b
0 {0} {0} {0}
a {a} {0,a} {0}
b {b} {b} {0,b}

∗24 0 a b
0 {0} {0} {0}
a {a} {0,a} {0}
b {b} {b} {0,b}

(9) b ◦ b = {0, b} and b ∗ b = {0, a}. Then (b ◦ b) ∗ b ̸= (b ∗ b) ◦ b.
(10) b ∗ b = {0, b} and b ◦ b = {0, a}. Then (b ◦ b) ∗ b ̸= (b ∗ b) ◦ b.
(11) b ◦ b = {0, b} and b ∗ b = {0, a, b}. Then (b ◦ b) ∗ b ̸= (b ∗ b) ◦ b.
(12) b ∗ b = {0, b} and b ◦ b = {0, a, b}. Then (b ◦ b) ∗ b ̸= (b ∗ b) ◦ b.
(13) b ◦ b = b ∗ b = {0, a}. If a ◦ a = {0}, then (b ◦ a) ∗ b ̸= (b ∗ b) ◦ a and

if a ∗ a = {0}, then (b ∗ a) ◦ b ̸= (b ◦ b) ∗ a. Therefore, a ◦ a = a ∗ a = {0, a}.
Thus in this case, we have the following tables:

◦25 0 a b
0 {0} {0} {0}
a {a} {0,a} {0}
b {b} {b} {0,a}

∗25 0 a b
0 {0} {0} {0}
a {a} {0,a} {0}
b {b} {b} {0,a}

(14) b ◦ b = {0, a} and b ∗ b = {0, a, b}. Then (b ◦ b) ∗ b ̸= (b ∗ b) ◦ b.
(15) b ∗ b = {0, a} and b ◦ b = {0, a, b}. Then (b ◦ b) ∗ b ̸= (b ∗ b) ◦ b.
(16) b ◦ b = b ∗ b = {0, a, b}. If a ◦ a = {0}, then (b ◦ a) ∗ b ̸= (b ∗ b) ◦ a and

if a ∗ a = {0}, then (b ∗ a) ◦ b ̸= (b ◦ b) ∗ a. Therefore, a ◦ a = a ∗ a = {0, a}.
Thus in this case, we have the following tables:
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◦26 0 a b
0 {0} {0} {0}
a {a} {0,a} {0}
b {b} {b} {0,a,b}

∗26 0 a b
0 {0} {0} {0}
a {a} {0,a} {0}
b {b} {b} {0,a,b}

Case (NPHA2): We have a ∗ b = a ◦ b = {0, a}. If one of the a ∗ a or a ◦ a
are equal to {0}, then (a∗ b)∗ (a∗ b) ̸≪ a∗a or (a◦ b)◦ (a◦ b) ̸≪ a◦a. Hence
a ∗ a = a ◦ a = {0, a}.

(1) b ◦ b = b ∗ b = {0}. Thus in this case, we have the following tables:

◦27 0 a b
0 {0} {0} {0}
a {a} {0,a} {0,a}
b {b} {b} {0}

∗27 0 a b
0 {0} {0} {0}
a {a} {0,a} {0,a}
b {b} {b} {0}

(2) b ◦ b = {0} and b ∗ b = {0, b}. Thus in this case, we have the following
tables:

◦28 0 a b
0 {0} {0} {0}
a {a} {0,a} {0,a}
b {b} {b} {0}

∗28 0 a b
0 {0} {0} {0}
a {a} {0,a} {0,a}
b {b} {b} {0,b}

(3) b ∗ b = {0} and b ◦ b = {0, b}. Thus similar to (2), we have one hyper
pseudo BCK-algebra in this case.

(4) b ◦ b = {0} and b ∗ b = {0, a}. Then (b ◦ b) ∗ b ̸= (b ∗ b) ◦ b.
(5) b ∗ b = {0} and b ◦ b = {0, a}. Then (b ◦ b) ∗ b ̸= (b ∗ b) ◦ b.
(6) b ◦ b = {0} and b ∗ b = {0, a, b}. Then (b ◦ b) ∗ b ̸= (b ∗ b) ◦ b.
(7) b ∗ b = {0} and b ◦ b = {0, a, b}. Then (b ◦ b) ∗ b ̸= (b ∗ b) ◦ b.
(8) b ◦ b = b ∗ b = {0, b}. Thus in this case, we have the following tables:

◦30 0 a b
0 {0} {0} {0}
a {a} {0,a} {0,a}
b {b} {b} {0,b}

∗30 0 a b
0 {0} {0} {0}
a {a} {0,a} {0,a}
b {b} {b} {0,b}

(9) b ◦ b = {0, b} and b ∗ b = {0, a}. Thus in this case, we have the
following tables:

◦31 0 a b
0 {0} {0} {0}
a {a} {0,a} {0,a}
b {b} {b} {0,b}

∗31 0 a b
0 {0} {0} {0}
a {a} {0,a} {0,a}
b {b} {b} {0,a}
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(10) Let b ∗ b = {0, b} and b ◦ b = {0, a}. Thus similar to (9), we have one
hyper pseudo BCK-algebra in this case.

(11) b ◦ b = {0, b} and b ∗ b = {0, a, b}. Thus in this case, we have the
following tables:

◦33 0 a b
0 {0} {0} {0}
a {a} {0,a} {0,a}
b {b} {b} {0,b}

∗33 0 a b
0 {0} {0} {0}
a {a} {0,a} {0,a}
b {b} {b} {0,a,b}

(12) b ∗ b = {0, b} and b ◦ b = {0, a, b}. Thus similar to (11), we have one
hyper pseudo BCK-algebra in this case.

(13) b ◦ b = b ∗ b = {0, a}. Thus in this case, we have the following tables:

◦35 0 a b
0 {0} {0} {0}
a {a} {0,a} {0,a}
b {b} {b} {0,a}

∗35 0 a b
0 {0} {0} {0}
a {a} {0,a} {0,a}
b {b} {b} {0,a}

(14) b ◦ b = {0, a} and b ∗ b = {0, a, b}. Thus in this case, we have the
following tables:

◦36 0 a b
0 {0} {0} {0}
a {a} {0,a} {0,a}
b {b} {b} {0,a}

∗36 0 a b
0 {0} {0} {0}
a {a} {0,a} {0,a}
b {b} {b} {0,a,b}

(15) b ∗ b = {0, a} and b ◦ b = {0, a, b}. Thus similar to (14), we have one
hyper pseudo BCK-algebra in this case.

(16) b ◦ b = b ∗ b = {0, a, b}. Thus in this case, we have the following
tables:

◦38 0 a b
0 {0} {0} {0}
a {a} {0,a} {0,a}
b {b} {b} {0,a,b}

∗38 0 a b
0 {0} {0} {0}
a {a} {0,a} {0,a}
b {b} {b} {0,a,b}

Case (NPHA3): We have a∗b = {0, a} and a◦b = {0}. If a∗a = {0} and
a◦a is equal to {0} or {0, a}, then (a∗b)∗(a∗b) ̸≪ a∗a. Thus a∗a = {0, a}.

(1) b ◦ b = b ∗ b = {0}. Thus in this case, we have the following tables:

◦39 0 a b
0 {0} {0} {0}
a {a} {0} {0}
b {b} {b} {0}

∗39 0 a b
0 {0} {0} {0}
a {a} {0,a} {0,a}
b {b} {b} {0}
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◦40 0 a b
0 {0} {0} {0}
a {a} {0,a} {0}
b {b} {b} {0}

∗40 0 a b
0 {0} {0} {0}
a {a} {0,a} {0,a}
b {b} {b} {0}

(2) b ◦ b = {0} and b ∗ b = {0, b}. Thus in this case, we have the following
tables:

◦41 0 a b
0 {0} {0} {0}
a {a} {0} {0}
b {b} {b} {0}

∗41 0 a b
0 {0} {0} {0}
a {a} {0,a} {0,a}
b {b} {b} {0,b}

◦42 0 a b
0 {0} {0} {0}
a {a} {0,a} {0}
b {b} {b} {0}

∗42 0 a b
0 {0} {0} {0}
a {a} {0,a} {0,a}
b {b} {b} {0,b}

(3) b ∗ b = {0} and b ◦ b = {0, b}. Thus similar to (2), we have two hyper
pseudo BCK-algebras in this case.

(4) b◦ b = {0} and b∗ b = {0, a}. If a◦a = {0} then (b◦a)∗ b ̸= (b∗ b)◦a.
Thus in this case, we have the following tables:

◦45 0 a b
0 {0} {0} {0}
a {a} {0,a} {0}
b {b} {b} {0}

∗45 0 a b
0 {0} {0} {0}
a {a} {0,a} {0,a}
b {b} {b} {0,a}

(5) b ∗ b = {0} and b ◦ b = {0, a}. Then (b ◦ b) ∗ b ̸= (b ∗ b) ◦ b.
(6) b◦b = {0} and b∗b = {0, a, b}. If a◦a = {0}, then (b◦a)∗b ̸= (b∗b)◦a.

Thus in this case, we have the following tables:

◦46 0 a b
0 {0} {0} {0}
a {a} {0,a} {0}
b {b} {b} {0}

∗46 0 a b
0 {0} {0} {0}
a {a} {0,a} {0,a}
b {b} {b} {0,a,b}

(7) b ∗ b = {0} and b ◦ b = {0, a, b}. Then (b ◦ b) ∗ b ̸= (b ∗ b) ◦ b.
(8) b ◦ b = b ∗ b = {0, b}. Thus in this case, we have the following tables:

◦47 0 a b
0 {0} {0} {0}
a {a} {0} {0}
b {b} {b} {0,b}

∗47 0 a b
0 {0} {0} {0}
a {a} {0,a} {0,a}
b {b} {b} {0,b}
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◦48 0 a b
0 {0} {0} {0}
a {a} {0,a} {0}
b {b} {b} {0,b}

∗48 0 a b
0 {0} {0} {0}
a {a} {0,a} {0,a}
b {b} {b} {0,b}

(9) b ◦ b = {0, b} and b ∗ b = {0, a}. Then (b ∗ b) ◦ b ̸= (b ◦ b) ∗ b.
(10) b ∗ b = {0, b} and b ◦ b = {0, a}. Thus in this case, we have the

following tables:

◦49 0 a b
0 {0} {0} {0}
a {a} {0} {0}
b {b} {b} {0,a}

∗49 0 a b
0 {0} {0} {0}
a {a} {0,a} {0,a}
b {b} {b} {0,b}

◦50 0 a b
0 {0} {0} {0}
a {a} {0,a} {0}
b {b} {b} {0,a}

∗50 0 a b
0 {0} {0} {0}
a {a} {0,a} {0,a}
b {b} {b} {0,b}

(11) b ◦ b = {0, b} and b ∗ b = {0, a, b}. Then (b ∗ b) ◦ b ̸= (b ◦ b) ∗ b.
(12) b ∗ b = {0, b} and b ◦ b = {0, a, b}. Thus in this case, we have the

following tables:

◦51 0 a b
0 {0} {0} {0}
a {a} {0} {0}
b {b} {b} {0,a,b}

∗51 0 a b
0 {0} {0} {0}
a {a} {0,a} {0,a}
b {b} {b} {0,b}

◦52 0 a b
0 {0} {0} {0}
a {a} {0,a} {0}
b {b} {b} {0,a,b}

∗52 0 a b
0 {0} {0} {0}
a {a} {0,a} {0,a}
b {b} {b} {0,b}

(13) b ◦ b = b ∗ b = {0, a}. Then (b ∗ b) ◦ b ̸= (b ◦ b) ∗ b.
(14) b ◦ b = {0, a} and b ∗ b = {0, a, b}. If a ◦ a = {0}, then (b ◦ a) ∗ b ̸=

(b ∗ b) ◦ a. Thus in this case, we have the following tables:

◦53 0 a b
0 {0} {0} {0}
a {a} {0,a} {0}
b {b} {b} {0,a}

∗53 0 a b
0 {0} {0} {0}
a {a} {0,a} {0,a}
b {b} {b} {0,a,b}
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(15) b ∗ b = {0, a} and b ◦ b = {0, a, b}. Then (b ◦ b) ∗ b ̸= (b ∗ b) ◦ b.
(16) b ◦ b = b ∗ b = {0, a, b}. If a ◦ a = {0}, then (b ◦ a) ∗ b ̸= (b ∗ b) ◦ a.

Thus in this case, we have the following tables:

◦54 0 a b
0 {0} {0} {0}
a {a} {0,a} {0}
b {b} {b} {0,a,b}

∗54 0 a b
0 {0} {0} {0}
a {a} {0,a} {0,a}
b {b} {b} {0,a,b}

Case (NPHA4): We have a◦b = {0, a} and a∗b = {0}. If a◦a = {0} and
a∗a is equal to {0} or {0, a}, then (a◦b)◦(a◦b) ̸≪ a◦a. Thus a◦a = {0, a}.

(1) b ◦ b = b ∗ b = {0, b}. Thus in this case, we have the following tables:

◦55 0 a b
0 {0} {0} {0}
a {a} {0,a} {0,a}
b {b} {b} {0}

∗55 0 a b
0 {0} {0} {0}
a {a} {0} {0}
b {b} {b} {0}

◦56 0 a b
0 {0} {0} {0}
a {a} {0,a} {0,a}
b {b} {b} {0}

∗56 0 a b
0 {0} {0} {0}
a {a} {0,a} {0}
b {b} {b} {0}

(2) b ◦ b = {0} and b ∗ b = {0, b}. Thus in this case, we have the following
tables:

◦57 0 a b
0 {0} {0} {0}
a {a} {0,a} {0,a}
b {b} {b} {0}

∗57 0 a b
0 {0} {0} {0}
a {a} {0} {0}
b {b} {b} {0,b}

◦58 0 a b
0 {0} {0} {0}
a {a} {0,a} {0,a}
b {b} {b} {0}

∗58 0 a b
0 {0} {0} {0}
a {a} {0,a} {0}
b {b} {b} {0,b}

(3) b ∗ b = {0} and b ◦ b = {0, b}. Thus similar to (2), we have two hyper
pseudo BCK-algebras in this case.

(4) b ◦ b = {0} and b ∗ b = {0, a}. Then (b ◦ b) ∗ b ̸= (b ∗ b) ◦ b.
(5) b∗b = {0} and b◦b = {0, a}. If a∗a = {0}, then (b∗a)◦b ̸= (b◦b)∗a.

Thus in this case, we have the following tables:
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◦61 0 a b
0 {0} {0} {0}
a {a} {0,a} {0,a}
b {b} {b} {0,a}

∗61 0 a b
0 {0} {0} {0}
a {a} {0,a} {0}
b {b} {b} {0}

(6) b ◦ b = {0} and b ∗ b = {0, a, b}. Then (b ◦ b) ∗ b ̸= (b ∗ b) ◦ b.
(7) b∗b = {0} and b◦b = {0, a, b}. If a∗a = {0}, then (b∗a)◦b ̸= (b◦b)∗a.

Thus in this case, we have the following tables:

◦62 0 a b
0 {0} {0} {0}
a {a} {0,a} {0,a}
b {b} {b} {0,a,b}

∗62 0 a b
0 {0} {0} {0}
a {a} {0,a} {0}
b {b} {b} {0}

(8) b ◦ b = b ∗ b = {0, b}. Thus in this case, we have the following tables:

◦63 0 a b
0 {0} {0} {0}
a {a} {0,a} {0,a}
b {b} {b} {0,b}

∗63 0 a b
0 {0} {0} {0}
a {a} {0} {0}
b {b} {b} {0,b}

◦64 0 a b
0 {0} {0} {0}
a {a} {0,a} {0,a}
b {b} {b} {0,b}

∗64 0 a b
0 {0} {0} {0}
a {a} {0,a} {0}
b {b} {b} {0,b}

(9) b ◦ b = {0, b} and b ∗ b = {0, a}. Thus in this case, we have the following
tables:

◦65 0 a b
0 {0} {0} {0}
a {a} {0,a} {0,a}
b {b} {b} {0,b}

∗65 0 a b
0 {0} {0} {0}
a {a} {0} {0}
b {b} {b} {0,a}

◦66 0 a b
0 {0} {0} {0}
a {a} {0,a} {0,a}
b {b} {b} {0,b}

∗66 0 a b
0 {0} {0} {0}
a {a} {0,a} {0}
b {b} {b} {0,a}

(10) b ∗ b = {0, b} and b ◦ b = {0, a}. Then (b ∗ b) ◦ b ̸= (b ◦ b) ∗ b.
(11) b ◦ b = {0, b} and b ∗ b = {0, a, b}. Thus in this case, we have the

following tables:
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◦67 0 a b
0 {0} {0} {0}
a {a} {0,a} {0,a}
b {b} {b} {0,b}

∗67 0 a b
0 {0} {0} {0}
a {a} {0} {0}
b {b} {b} {0,a,b}

◦68 0 a b
0 {0} {0} {0}
a {a} {0,a} {0,a}
b {b} {b} {0,b}

∗68 0 a b
0 {0} {0} {0}
a {a} {0,a} {0}
b {b} {b} {0,a,b}

(12) b ∗ b = {0, b} and b ◦ b = {0, a, b}. Then (b ∗ b) ◦ b ̸= (b ◦ b) ∗ b.
(13) b ◦ b = b ∗ b = {0, a}. Then (b ∗ b) ◦ b ̸= (b ◦ b) ∗ b.
(14) b ◦ b = {0, a} and b ∗ b = {0, a, b}. Then (b ∗ b) ◦ b ̸= (b ◦ b) ∗ b.
(15) b ∗ b = {0, a} and b ◦ b = {0, a, b}. If a ∗ a = {0}, then (b ∗ a) ◦ b ̸=

(b ◦ b) ∗ a. Thus in this case, we have the following tables:

◦69 0 a b
0 {0} {0} {0}
a {a} {0,a} {0,a}
b {b} {b} {0,a,b}

∗69 0 a b
0 {0} {0} {0}
a {a} {0,a} {0}
b {b} {b} {0,a}

(16) b ◦ b = b ∗ b = {0, a, b}. If a ∗ a = {0}, then (b ∗ a) ◦ b ̸= (b ◦ b) ∗ a.
Thus in this case, we have the following tables:

◦70 0 a b
0 {0} {0} {0}
a {a} {0,a} {0,a}
b {b} {b} {0,a,b}

∗70 0 a b
0 {0} {0} {0}
a {a} {0,a} {0}
b {b} {b} {0,a,b}

We can check that all of the these 70 cases are hyper pseudo BCK-
algebras and each of them are not isomorphic together.
Theorem 3.7. There are only 6 non-isomorphic hyper pseudoBCK-algebras
of order 3, that satisfy the normal condition and condition (NPHB4).

Proof. The proof is the similar to the proof of Theorem 3.5, by the
some modification.
Theorem 3.8. There are only 9 non-isomorphic hyper pseudoBCK-algebras
of order 3, that satisfy the normal condition and condition (NPHB5).

Proof. Since H satisfies the condition (NPHB5), then b ◦ a = b ∗ a =
{a, b}.

Case (NPHA1): We have a∗ b = a◦ b = {0}. If one of the b◦ b or b∗ b are
equal to {0}, {0, a} or {0, b}, then (b◦a)◦(b◦a) ̸≪ b◦b or (b∗a)∗(b∗a) ̸≪ b∗b.
Therefore, we have only the following case:
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(1) b◦b = b∗b = {0, a, b}. If a◦a = {0, a}, then (a◦a)◦(b◦a) ̸≪ a◦b and
if a ∗ a = {0, a}, then (a ∗ a) ∗ (b ∗ a) ̸≪ a ∗ b. Therefore, a ◦ a = a ∗ a = {0}.
Thus in this case, we have the following tables:

◦1 0 a b
0 {0} {0} {0}
a {a} {0} {0}
b {b} {a,b} {0,a,b}

∗1 0 a b
0 {0} {0} {0}
a {a} {0} {0}
b {b} {a,b} {0,a,b}

Case (NPHA2): We have a ∗ b = a ◦ b = {0, a}. If one of the a ∗ a or a ◦ a
are equal to {0}, then (a∗ b)∗ (a∗ b) ̸≪ a∗a or (a◦ b)◦ (a◦ b) ̸≪ a◦a. Hence
a ∗ a = a ◦ a = {0, a}.

If b◦b = {0}, but b∗b = {0}, {0,b}, {0,a} or {0,a,b}, then (b◦a)◦(b◦a) ̸≪
b ◦ b.

If b ◦ b = {0, b}, but b ∗ b = {0} or {0, a}, then (b ∗ a) ∗ (b ∗ a) ̸≪ b ∗ b.
Hence b ∗ b = {0, b} or {0, a, b}.

If b ◦ b = {0, a}, but b ∗ b = {0}, {0, b}, {0, a} or {0, a, b}, then (b ◦ a) ◦
(b ◦ a) ̸≪ b ◦ b.

If b ◦ b = {0, a, b}, but b ∗ b = {0} or {0, a}, then (b ∗ a) ∗ (b ∗ a) ̸≪ b ∗ b.
Hence b ∗ b = {0, b} or {0, a, b}. Therefore, we have the following cases:

(1) b ◦ b = b ∗ b = {0, b}. Thus we have the following tables:

◦2 0 a b
0 {0} {0} {0}
a {a} {0,a} {0,a}
b {b} {a,b} {0,b}

∗2 0 a b
0 {0} {0} {0}
a {a} {0,a} {0,a}
b {b} {a,b} {0,b}

(2) b ◦ b = {0, b} and b ∗ b = {0, a, b}. Thus we have the following tables:

◦3 0 a b
0 {0} {0} {0}
a {a} {0,a} {0,a}
b {b} {a,b} {0,b}

∗3 0 a b
0 {0} {0} {0}
a {a} {0,a} {0,a}
b {b} {a,b} {0,a,b}

(3) b ◦ b = {0, a, b} and b ∗ b = {0, b}. Thus similar to (2), we have one
hyper pseudo BCK-algebra in this case.

(4) Let b ◦ b = b ∗ b = {0, a, b}. Thus we have the following tables:

◦5 0 a b
0 {0} {0} {0}
a {a} {0,a} {0,a}
b {b} {a,b} {0,a,b}

∗5 0 a b
0 {0} {0} {0}
a {a} {0,a} {0,a}
b {b} {a,b} {0,a,b}
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Case (NPHA3): We have a∗b = {0, a} and a◦b = {0}. If a∗a = {0} and
a◦a is equal to {0} or {0, a}, then (a∗b)∗(a∗b) ̸≪ a∗a. Thus a∗a = {0, a}.

If b◦b = {0}, but b∗b = {0}, {0,b}, {0,a} or {0,a,b}, then (b◦a)◦(b◦a) ̸≪
b ◦ b.

If b ◦ b = {0, b}, but b ∗ b = {0} or {0, a}, then (b ∗ a) ∗ (b ∗ a) ̸≪ b ∗ b.
If b ◦ b = b ∗ b = {0, b}, then (b ∗ a) ◦ b ̸= (b ◦ b) ∗ a. If b ◦ b = {0, b} and
b ∗ b = {0, a, b}, then (b ∗ b) ◦ b ̸= (b ◦ b) ∗ b.

If b◦b = {0, a}, but b∗b = {0}, {0, b} or {0, a, b}, then (b◦a)◦(b◦a) ̸≪ b◦b.
If b ◦ b = b ∗ b = {0, a}, then (b ∗ b) ◦ b ̸= (b ◦ b) ∗ b.

If b ◦ b = {0, a, b}, but b ∗ b = {0} or {0, a}, then (b ∗ a) ∗ (b ∗ a) ̸≪ b ∗ b.
Hence b ∗ b = {0, b} or {0, a, b}. Therefore, we have the following cases:

(1) b◦b = {0, a, b} and b∗b = {0, b}. If a◦a = {0, a}, then (a◦a)◦(b◦a) ̸≪
a ◦ b. Thus in this case, we have the following tables:

◦6 0 a b
0 {0} {0} {0}
a {a} {0} {0}
b {b} {a,b} {0,a,b}

∗6 0 a b
0 {0} {0} {0}
a {a} {0,a} {0,a}
b {b} {a,b} {0,b}

(2) b ◦ b = b ∗ b = {0, a, b}. If a ◦ a = {0, a}, then (a ◦ a) ◦ (b ◦ a) ̸≪ a ◦ b.
Thus in this case, we have the following tables:

◦7 0 a b
0 {0} {0} {0}
a {a} {0} {0}
b {b} {a,b} {0,a,b}

∗7 0 a b
0 {0} {0} {0}
a {a} {0,a} {0,a}
b {b} {a,b} {0,a,b}

Case (NPHA4): We have a◦b = {0, a} and a∗b = {0}. If a◦a = {0} and
a∗a is equal to {0} or {0, a}, then (a◦b)◦(a◦b) ̸≪ a◦a. Thus a◦a = {0, a}.

If b◦b = {0}, but b∗b = {0}, {0,b}, {0,a} or {0,a,b}, then (b◦a)◦(b◦a) ̸≪
b ◦ b.

If b ◦ b = {0, b}, but b ∗ b = {0} or {0, a}, then (b ∗ a) ∗ (b ∗ a) ̸≪ b ∗ b. If
b ◦ b = b ∗ b = {0, b}, then (b ◦ a) ∗ b ̸= (b ∗ b) ◦ a. Hence b ∗ b = {0, a, b}.

If b◦b = {0, a}, but b∗b = {0}, {0, b} or {0, a, b}, then (b◦a)◦(b◦a) ̸≪ b◦b.
If b ◦ b = b ∗ b = {0, a}, then (b ∗ b) ◦ b ̸= (b ◦ b) ∗ b.

If b ◦ b = {0, a, b}, but b ∗ b = {0} or {0, a}, then (b ∗ a) ∗ (b ∗ a) ̸≪ b ∗ b.
If b ◦ b = {0, a, b}, but b ∗ b = {0, b}, then (b ∗ b) ◦ b ̸= (b ◦ b) ∗ b. Hence
b ∗ b = {0, a, b}. Therefore, we have the following cases:

(1) b◦b = {0, b} and b∗b = {0, a, b}. If a∗a = {0, a}, then (a∗a)∗(b∗a) ̸≪
a ∗ b. Thus in this step, we have the following case:
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◦8 0 a b
0 {0} {0} {0}
a {a} {0,a} {0,a}
b {b} {a,b} {0,b}

∗8 0 a b
0 {0} {0} {0}
a {a} {0} {0}
b {b} {a,b} {0,a,b}

(2) b ◦ b = b ∗ b = {0, a, b}. If a ∗ a = {0, a}, then (a ∗ a) ∗ (b ∗ a) ̸≪ a ∗ b.
Thus in this step, we have the following case:

◦9 0 a b
0 {0} {0} {0}
a {a} {0,a} {0,a}
b {b} {a,b} {0,a,b}

∗9 0 a b
0 {0} {0} {0}
a {a} {0} {0}
b {b} {a,b} {0,a,b}

We can check that all of the these 9 cases are hyper pseudo BCK-algebras
and each of them are not isomorphic together.
Theorem 3.9. There are 96 hyper pseudo BCK-algebras of order 3, that
satisfies the normal condition.

Proof. By Theorems 3.4, 3.5, 3.6, 3.7 and 3.8, the proof is clear.

4 Conclusion

Theorem 4.1. There are 106 hyper pseudo BCK-algebras of order 3 up to
isomorphism.

Proof. The proof follows by Theorems 3.1 and 3.9.

Definition 4.1. We say that H is a proper hyper pseudo BCK-algebra if H
is not a hyper BCK-algebra.

Theorem 4.2. There are 87 proper hyper pseudo BCK-algebras of order 3
up to isomorphism.

Proof. The proof follows by Theorems 2.5 and 4.1.
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Let X and Y be weak hypervector spaces and Lw(X,Y ) be the set
of all weak linear operators from X into Y . We prove some algebraic
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1 Introduction

The concept of hyperstructure was first introduced by Marty [3] in 1934
and has attracted attention of many authors in last decades and has con-
structed some other structures such as hyperrings, hypergroups, hypermod-
ules, hyperfields, and hypervector spaces. These constructions has been ap-
plied to many disciplines such as geometry, hypergraphs, binary relations,
combinatorics, codes, cryptography, probability and etc. A wealth of appli-
cations of this concepts are given in [1− 2] and [12].

In 1988 the concept of hypervector space was first introduced by Scafati-
Tallini. She studied more properties of this new structure in [11]. In [11],
Tallini introduced the concept of norm on weak hypervector spaces. We used
this definition to extend some theorems of analysis from classic vector spaces
to hypervector spaces. For example see [5−7, 9]. Moreover, in [4] we defined
the concept of dimension of weak hypervector spaces and also authors in [8]
introduce the new concept hyperalgebra and quotient hyperalgebra.
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Now we want to use some of our defined concepts and prove some algebraic
properties of Lw(X, Y ), where Lw(X, Y ) is the set of all weak linear operators
from the weak hypervector space X into the weak hypervector space Y . Note
that the hypervector spaces used in this paper are the special case where
there is only one hyperoperation, the external one, all the others are ordinary
operations. The general hypervector spaces have all operations multivalued
also in the hyperfield (see [12]).

2 Preliminaries

We need some Preliminary definitions for to state our results. In this
section we state them.

Definition 2.1. [11] A weak or weakly distributive hypervector space over a
field F is a quadruple (X,+,o,F ) such that (X,+) is an abelian group and
o : F ×X −→ P∗(X) is a multivalued product such that

(i) ∀a ∈ F, ∀x, y ∈ X, [ao(x+ y)] ∩ [aox+ aoy] ̸= ∅,

(ii) ∀a, b ∈ F, ∀x ∈ X, [(a+ b)ox] ∩ [aox+ box] ̸= ∅,

(iii) ∀a, b ∈ F, ∀x ∈ X, ao(box) = (ab)ox,

(iv) ∀a ∈ F, ∀x ∈ X, ao(−x) = (−a)ox = −(aox),

(v) ∀x ∈ X, x ∈ 1ox.

We call (i) and (ii) weak right and left distributive laws, respectively.
Note that the set ao(box) in (3) is of the form ∪y∈boxaoy.

Definition 2.2. [11] Let (X,+, o, F ) be a weak hypervector space over a field
F , that is the field of real or complex numbers. We define a pseudonorm in
X as a mapping ∥.∥ : X −→ R, of X into the reals such that:

(i) ∥0∥ = 0,

(ii) ∀x, y ∈ X, ∥x+ y∥ ≤ ∥x∥+ ∥y∥,

(iii) ∀a ∈ F, ∀x ∈ X, sup ∥aox∥ = |a|∥x∥.

Definition 2.3. Let X and Y be hypervector spaces over F . A map T :
X −→ Y is called

(i) linear if and only if

T (x+ y) = T (x) + T (y), T (aox) ⊆ aoT (x), ∀x, y ∈ X, a ∈ F
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(ii) antilinear if and only if

T (x+ y) = T (x) + T (y), T (aox) ⊇ aoT (x), ∀x, y ∈ X, a ∈ F

(iii) strong linear if and only if

T (x+ y) = T (x) + T (y), T (aox) = aoT (x), ∀x, y ∈ X, a ∈ F.

3 Main results

Before to state our results we describe some fundamental concepts and
lemmas from [4]. For more details see [4]. By Lemma 3.1 in [4] we have
the following definition. Throughout paper, suppose that X and Y are weak
hypervector spaces over a field F .

Definition 3.1. [4] If a ∈ F and x ∈ X, then zaox for 0 ̸= a is that element
of aox such that x ∈ a−1ozaox and for a = 0, we define zaox = 0.

As the descriptions in [4], zaox is not unique, necessarily. So the set of
all these elements denoted by Zaox. In the mentioned paper we introduced a
certain category of weak hypervector spaces. These weak hypervector spaces
have been called ”normal”. We proved that Zaox is singleton in a normal
weak hypervector space.

Definition 3.2. [4] Suppose X satisfy the following conditions:

(i) (Za1ox + Za2ox) ∩ Z(a1+a2)ox ̸= ∅, ∀x ∈ X, ∀a1, a2 ∈ F ,

(ii) (Zaox1 + Zaox2) ∩ Zao(x1+x2) ̸= ∅, ∀x1, x2 ∈ X, ∀a ∈ F .

Then X is called a normal weak hypervector space.

Lemma 3.1. [4] If a ∈ F , 0 ̸= b ∈ F and x ∈ X, then the following
properties hold:

(i) x ∈ Z1ox;

(ii) aoZbox = abox;

(iii) Z−aox = −Zaox;

(iv) If X is normal, then Zaox is singleton.

In [4], the following lemma stated a criterion for normality of a weak
hypervector space.
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Lemma 3.2. [4] X is normal if and only if

(i) za1ox + za2ox = z(a1+a2)ox, ∀x ∈ X, ∀a1, a2 ∈ F ,

(ii) zaox1 + zaox2 = zao(x1+x2), ∀x1, x2 ∈ X, ∀a ∈ F .

Definition 3.3. [6] Let T : X −→ Y be an operator. T is said to be bounded
if there exists a positive real number K such that we have

∥Tx∥ ≤ K∥x∥ (∀x ∈ X).

Definition 3.4. [9] A map T : X −→ Y is called weak linear operator if T
is additive and satisfies

T (Zaox) ⊆ aoTx, (a ∈ F, x ∈ X).

Denote the set of all weak linear operators and the set of all bounded weak
linear operators from X into Y by Lw(X, Y ) and Bw(X, Y ), respectively.

Theorem 3.1. [4] Let X be normal. Then X with the same defined sum and
the following scalar product is a classical vector space:

a.x = zaox, ∀a ∈ F, x ∈ X.

Lemma 3.3. Let Y be normal, T ∈ Lw(X, Y ) and a ∈ F . Define

aT : X → Y

x 7→ a.Tx

Then aT is a weak linear operator, where the operation ’.’ is the defined scalar
product in Theorem 3.1. Moreover, for all a, b ∈ F and T, S ∈ Lw(X,Y ) we
have

a(T + S) = aT + aS,

(a+ b)T = aT + bT.

Proof. Let a.u = zaou, where u ∈ Y . From Theorem ?, we know that Y
with this scalar product is a classical vector space. Let x, y ∈ X and b ∈ F .
By Lemma 3.1 we have

(aT )(zbox) = a.T (zbox) ⊆ a.(boTx)

= {a.u : u ∈ boTx}
= {zaou : u ∈ boTx}
= zao(boTx) = zaboTx

= bozaoTx = bo(a.Tx) = bo(aT )x
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and also from the normality of Y , we obtain

(aT )(x+ y) = a.T (x+ y) ⊆ a.(Tx+ Ty)

= zao(Tx+Ty)

= zaoTx + zaoTy

= a.Tx+ a.Ty

= (aT )x+ (aT )y.

Hence aT is a weak linear operator. Now let T, S ∈ Lw(X, Y ) and x ∈ X.
The normality of Y yields

[a(T + S)]x = a.(T + S)x = zao(T+S)x = zao(Tx+Sx)

= zaoTx + zaoSx

= a.Tx+ a.Sx

= (aT )x+ (aS)x

= (aT + aS)x

which implies that
a(T + S) = aT + aS.

The second relation is proved in a similar way.

Theorem 3.2. Let Y be normal. Then Lw(X,Y ) with the following sum and
product is a weak hypervector space over F .

(T + S)x = Tx+ Sx (T, S ∈ Lw(X, Y ), x ∈ X)

aoT = {S ∈ Lw(X, Y ) : Sx ∈ aoTx, ∀x ∈ X} (a ∈ F, T ∈ Lw(X, Y )).

Proof. First we show that aoT is a nonempty subset of Lw(X,Y ). By
Lemma 3.3, aT ∈ Lw(X, Y ) and for any x ∈ X we have

(aT )x = a.Tx = zaoTx ∈ aoTx

which imply that aT ∈ aoT . It is easy to check that (Lw(X, Y ),+) is an
abelian group. We show the correctness the first property of scalar product,
the rest properties are obtained in a similar way. By Lemma 3.3, for all
a ∈ F and T, S ∈ Lw(X,Y ) we have

a(T + S) = aT + aS.

This together with

a(T + S) ∈ ao(T + S), aT ∈ aoT , aS ∈ aoS
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imply that
[ao(T + S)] ∩ [aoT + aoS] ̸= ∅

and this completes the proof.

Theorem 3.3. Let Y be normal. Then the following statements are hold.

(i) For all a ∈ F and T ∈ Lw(X, Y ) we have zaoT = aT .

(ii) Lw(X, Y ) is a normal weak hypervector space.

Proof. (i) By Definition 3.1 we have

zaoT ∈ aoT , T ∈ a−1ozaoT

which for all x ∈ X implies

zaoTx ∈ (aoT )x, Tx ∈ (a−1ozaoT )x.

Since by Theorem 3.2 we have

(aoT )x ⊆ aoTx, (a−1ozaoT )x ⊆ a−1ozaoTx,

we obtain
zaoTx ∈ aoTx, Tx ∈ a−1ozaoTx.

These relations, by Definition 3.1 yield that zaoTx = zaoTx. So we obtain
zaoTx = (aT )x, for all x ∈ X and hence zaoT = aT .

(ii) The normality of Lw(X, Y ) can be concluded from Lemma 3.3 and
part (i).

Theorem 3.4. Let Y be normal. Then Bw(X,Y ) with the defined sum and
scalar product in Theorem ? is a subhypervector space of Lw(X,Y ).

Proof. It is enough to show that T + S, aoT ∈ Bw(X,Y ) for any a ∈ F
and T, S ∈ Bw(X, Y ) it is easy to check that T+S ∈ Bw(X,Y ). Let S ∈ aoT .
Hence Sx ∈ aoTx and so

∥Sx∥ ≤ |a|∥Tx∥ ≤ |a|∥T∥∥x∥.

This completes the proof.
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Abstract

In this work we introduce the concept of Atanassov’s intuitionistic
fuzzy index of a hypergroupoid based on the notion of intuitionistic
fuzzy grade of a hypergroupoid. We calculate it for some particular
hypergroups, making evident some of its special properties.
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1 Introduction

In 1986 Atanassov [5, 8] defined the notion of intuitionistic fuzzy set as a
generalization of the elder one of fuzzy set introduced by Zadeh [30]. Since
then this new tool of investigation of various uncertain problems bears his
name: Atanassov’s intuitionistic fuzzy set. More exactly, for any element
x in a finite nonempty set X one assigns two values in the interval [0, 1]:
the membership degree µ(x) and the non-membership degree λ(x) such that
0 ≤ µ(x) + λ(x) ≤ 1. For any x ∈ X, the value π(x) = 1 − µ(x) − λ(x) is
called the Atanassov’s intuitionistic fuzzy index or the hesitation degree of
x to X. This index is an important characteristic of the intuitionistic fuzzy
sets since it provides valuable information on each element x in X (see [6, 7]).
Recently, Bustince et al. [9] have given a construction method to obtain a
generalized Atanassov’s intuitionistic fuzzy index. For other applications of
this index see [10, 11].
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The concept of fuzzy grade appeared in hypergroup theory in 2003 and
seven years later it was extended to the intuitionistic fuzzy case. Based on
the two connections between hypergroupoids and fuzzy sets introduced by
Corsini [13, 14], one may associate with any hypergroupoid H a sequence
of join spaces and fuzzy sets, whose length is called the fuzzy grade of H.
Corsini and Cristea determined the fuzzy grade of all i.p.s. hypergroups of
order less than 8 (see [15, 16]). The same problem was treated by Cristea
[21], Angheluţă and Cristea [1] for the complete hypergroups, by Corsini
et al. for the hypergraphs and hypergroupoids obtained from multivalued
functions [18, 19, 20].

In 2010 Cristea and Davvaz [22] introduced and studied the Atanassov’s
intuitionistic fuzzy grade of a hypergroupoid as the length of the sequence
of join spaces and intuitionistic fuzzy sets associated with a hypergroupoid.
These sequences have been determined for all i.p.s. hypergroups of order less
than 8 and for the complete hypergroups of order less than 7 by Davvaz et
al. [23, 24, 25].

Any hypergroupoid H may be endowed with an intuitionistic fuzzy set
Ā = (µ̄, λ̄) in the sense of Cristea-Davvaz [22]. Based on this construction,
we define here the notion of Atanassov’s intuitionistic fuzzy index of a hy-
pergroupoid H.

Throughout the paper we use, for simplicity, the term of intuitionistic
fuzzy set instead of Atanassov’s intuitionistic fuzzy set.

The paper is structured as follows. After some background information
regarding hypergroups theory, we recall in Section 2 the construction of the
sequence of join spaces and intuitionistic fuzzy sets associated with a hyper-
groupoid H, presenting some technical results for the membership functions
µ̃, µ̄, λ̄. In Section 3 we introduce the notion of intuitionistic fuzzy index of
a hypergroupoid, giving its formula for some particular hypergroups. We
conclude with final remarks and some open problems.

2 Atanassov’s intuitionistic fuzzy grade of hy-

pergroupoids

First we recall some definitions from [12, 17], needed in what follows.

LetH be a nonempty set and let P∗(H) be the set of all nonempty subsets
of H. A hyperoperation on H is a map ◦ : H ×H −→ P∗(H) and the couple
(H, ◦) is called a hypergroupoid.

This hyperoperation can be extended to a binary operation on P∗(H). If
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A and B are nonempty subsets of H, then we denote

A ◦B =
∪

a∈A, b∈B

a ◦ b, x ◦ A = {x} ◦ A and A ◦ x = A ◦ {x}.

A hypergroupoid (H, ◦) is called a semihypergroup if, for all x, y, z in H,
we have the associative law: (x ◦ y) ◦ z = x ◦ (y ◦ z), which means that∪

u∈x◦y

u ◦ z =
∪

v∈y◦z

x ◦ v.

We say that a semihypergroup (H, ◦) is a hypergroup if, for all x ∈ H, we
have the reproducibility axiom: x ◦H = H ◦ x = H. A hypergroup (H, ◦) is
called total hypergroup if, for any x, y ∈ H, x ◦ y = H.

For each pair of elements a, b ∈ H, we denote: a/b = {x ∈ H | a ∈ x ◦ b}
and b\a = {y ∈ H | a ∈ b ◦ y}.

A commutative hypergroup (H, ◦) is called a join space if the following
condition holds:

a/b ∩ c/d ̸= ∅ =⇒ a ◦ d ∩ b ◦ c ̸= ∅.

A commutative hypergroup (H, ◦) is canonical if and only if it is a join
space with a scalar identity.

The notion of join space has been introduced and studied for the first time
by Prenowitz. Later on, together with Jantosciak, he reconstructed, from an
algebraic point of view, several branches of geometry: the projective, the
descriptive and the spherical geometry (see [28]).

Several connections between hypergroups and (intuitionistic) fuzzy sets
have been investigated till now (see for example [2, 3, 4, 26]). Here we
focus our study on that initiated by Corsini [14] in 2003, when he defined
a sequence of join spaces associated with a hypergroupoid endowed with a
fuzzy set. Based on this idea, Cristea and Davvaz [22] extended later on
this connection to the intuitionistic fuzzy grade. We recall now briefly these
constructions.

For any hypergroup (H, ◦), Corsini [14] defined a fuzzy subset µ̃ of H in
the following way: for any u ∈ H, one considers:

µ̃(u) =

∑
(x,y)∈Q(u)

1

|x ◦ y|

q(u)
, (1)

where Q(u) = {(a, b) ∈ H2 | u ∈ a ◦ b}, q(u) = |Q(u)|. If Q(u) = ∅, set

µ̃(u) = 0.
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On the other hand, with any hypergroupoid H endowed with a fuzzy
set α, we can associate a join space (H, ◦α) as follows (see [13]): for any
(x, y) ∈ H2,

x ◦α y = {z ∈ H | α(x) ∧ α(y) ≤ α(z) ≤ α(x) ∨ α(y)}. (2)

Then, from (1H, ◦1) we obtain, in the same way as in (1), a membership
function µ̃1 and then the join space 2H and so on. A sequence of fuzzy sets
and of join spaces (rH, µ̃r) is determined.

We denote µ̃0 = µ̃, 0H = H. If two consecutive hypergroups of the
obtained sequence are isomorphic, then the sequence stops.

The length of this sequence has been called by Corsini and Cristea [15, 16]
the (strong) fuzzy grade of the hypergroupoid H.

Let now (H, ◦) be a finite hypergroupoid of cardinality n, n ∈ N∗. Cristea
and Davvaz [22] defined on H an Atanassov’s intuitionistic fuzzy set (µ, λ)
in the following way: for any u ∈ H, we set:

µ(u) =

∑
(x,y)∈Q(u)

1

|x ◦ y|

n2
,

λ(u) =

∑
(x,y)∈Q(u)

1

|x ◦ y|

n2
,

(3)

where Q(u) = {(x, y) | (x, y) ∈ H2, u ∈ x ◦ y}, Q(u) = {(x, y) | (x, y) ∈
H2, u /∈ x ◦ y}. If Q(u) = ∅, then we put µ(u) = 0 and similarly, if Q(u) = ∅,
then we put λ(u) = 0.

It follows immediately the following relation.

Corolary 2.1. For all u ∈ H, µ̃(u) ≥ µ(u).

Proof. Let |H| = n. Then q(u) ≤ n2, for all u ∈ H. Thus, by definitions (1)
and (3), we have µ̃(u) ≥ µ(u).

Moreover, for all u ∈ H, we define: A(u) =
∑

(x,y)∈Q(u)
1

|x◦y| , A(u) =∑
(x,y)∈Q(u)

1
|x◦y| .

Remark 2.1. There exist hypergroups H such that there exists u ∈ H with

(i)|Q(u)| = |Q(u)| and µ(u) ̸= λ(u).

(ii)|Q(u)| ̸= |Q(u)| and µ(u) = λ(u).
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An example for the case (i) is the hypergroup H1 and the case (ii) is illus-
trated by the hypergroupH2 given below; both hypergroups are commutative
and are represented by the following tables:

H1 1 2 3 4
1 1,4 1,2 1,3 1,4
2 2 2,3 2,4
3 3 3,4
4 1,2,3,4

where |Q(1)| = |Q(1)| = 8, A(1) = 15
4
, A(1) = 20

4
and by consequence

λ(1) = 15
64

̸= 20
64

= µ(1).

H2 1 2 3
1 1 1,2 1,3
2 2 2,3
3 3

where |Q(1)| = 5 ̸= 4 = |Q(1)| and by consequence λ(1) = µ(1) = 1
3
.

3 Atanassov’s intuitionistic index of hyper-

groupoids

Definition 3.1. [5] Let (µ, λ) be an intuitionistic fuzzy set on the nonempty
set H. We call the hesitation degree or the intuitionistic index of the element
x in the set H the following expression

π(x) = 1− µ(x)− λ(x).

Evidently 0 ≤ π(x) ≤ 1, for all x ∈ H.

Remark 3.1. Let (µ, λ) be the intuitionistic fuzzy set associated with a hy-

pergroupoid (H, ◦) like in Cristea-Davvaz [22]. Since µ(u)+λ(u) =
∑

(x,y)∈H2
1

|x◦y|
n2 ,

for all u ∈ H, according with (ω′), it follows that π(u) = constant, for all
u ∈ H. Therefore we introduce the following definition.

Definition 3.2. Let (H, ◦) be a hypergroupoid and let µ, λ be the member-
ship functions defined in (w′). For all u ∈ H, we define

π(H) = π(u) = 1− µ(u)− λ(u),

and we call it the intuitionistic index of the hypergroupoid H.
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In the following we determine the intuitionistic index for some particular
hypergroupoids.

Proposition 3.1. Let (H, ◦) be a total hypergroup of cardinality n. Then

π(u) =
n− 1

n
, for any u ∈ H.

Proof. Let (H, ◦) be a total hypergroup and |H| = n. Then x ◦ y = H, for
all x, y ∈ H. Thus A(u) = n, A(u) = 0, for all u ∈ H. Since Q(u) = ∅, it
follows that µ(u) = 1

n
, λ(u) = 0, which imply that π(u) = n−1

n
.

Proposition 3.2. Let H = {x1, x2, x3, ..., xn−1, xn}, be the hypergroupoid
defined as it follows: xi ◦ xj = {xi, xj}, 1 ≤ i, j ≤ n. Then µ(x) = 1

n
, π(x) =

n−1
2n

, for any x ∈ H.

Proof. The table of the commutative hyperoperation ◦ is the following one:

H x1 x2 x3 ... xn−1 xn

x1 x1 x1, x2 x1, x3 ... x1, xn−1 x1, xn

x2 x2 x2, x3 ... x2, xn−1 x2, xn

x3 x3 ... x3, xn−1 x3, xn

... ... ... ...
xn−1 xn−1 xn−1, xn

xn xn

Let xi ∈ H. Then |Q(xi)| = {(xi, xi), (xi, xs), (xp, xi), 1 ≤ s, p ≤ n, s, p ̸= i}.
It follows that |Q(xi)| = 2n−1. Thus |Q(xi)| = n2−(2n−1) = (n−1)2. So, we
have µ(xi) =

1
n2 [1+

1
2
(2n−2)] = 1

n
. Similarly, we obtain λ(xi) = π(xi) =

n−1
2n

.

Corolary 3.1. Let (H, ◦) be the hypergroupoid defined in Proposition 3.2.
Then, for any x ∈ H, we obtain µ(x) = 1

n
> λ(x) = π(x) = n−1

2n
, for any

n < 3, and µ(x) = 1
n
< λ(x) = π(x) = n−1

2n
for any n ≥ 3.

With any hypergroupoid H one may associate a sequence of join spaces
and fuzzy sets denoted by ((iH, ◦i), µi(u))i≥1.

Then, for any i ≥ 1, we can divide iH in the classes {iCj}rj=1, where
x, y ∈ iCj ⇐⇒ µi−1(x) = µi−1(y). Moreover, we define the following ordering
relation: j < k if, for elements x ∈ iCj and y ∈ iCk, we have µi−1(x) <
µi−1(y). We need the following notations: for all j, s, set

kj = |iCj|, sC =
∪

1≤j≤s

iCj,
sC =

∪
s≤j≤r

iCj, sk = |sC|, sk = |sC|.
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Therefore with any ordered chain (iC1,
iC2, ...,

iCr) we may associate an
ordered r-tuple (k1, k2, ..., kr), where kl = |iCl|, for all l, 1 ≤ l ≤ r. Using
these notations we determine the general formula for calculating the values
of the membership functions µi, λi.

Theorem 3.1. [22] For any u ∈ iCs, i ≥ 1, s ∈ {1, 2, ..., r}, we find that

µi(z) =

ks + 2
∑

l≤s≤m
l̸=m

klkm∑
l≤t≤m

kt

n2

and

λi(z) =

∑
l ̸=s

kl + 2
∑

s<l<m≤r

klkm∑
l≤t≤m

kt
+ 2

∑
1≤l<m<s

klkm∑
l≤t≤m

kt

n2
.

We immediately obtain also the formula for calculating the intuitionistic
fuzzy index.

Theorem 3.2. For any u ∈ iCs, i ≥ 1, s ∈ {1, 2, ..., r},

πi(u) = 1−

∑r
l=1 kl + 2

∑
1≤l<m≤r

klkm∑
l≤t≤m kt

n2

 .

One of the natural problems regarding the intuitionistic fuzzy grade of a
hypergroupoid is that of constructing a hypergroupoid H with i.f.g.(H) = p,
for any arbitrary natural number p ≥ 2. A such example is given in the next
result.

Lemma 3.1. [22] Let H = {x1, x2, x3, ..., xn−1, xn}, where n is an even num-
ber, be the hypergroupoid defined as follows:

i) xi ◦ xi = xi, 1 ≤ i ≤ n,

ii) xi ◦ xj = xj ◦ xi = {xi, xi+1, ..., xj}, 1 ≤ i < j ≤ n.

Then, for any s ∈ {1, 2, ..., n
2
}, we have

µ(xs) = µ(xn−s+1), λ(xs) = λ(xn−s+1) and µ(xs) ≤ µ(xs+1), λ(xs) ≥
λ(xs+1).
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Moreover, we obtain

µ(x1) =
1

n2

(
1 + 2

n∑
m=2

1

m

)
, λ(x1) =

1

n2

(
1− n+ 2n

n∑
m=2

1

m

)

µ(xs+1) = µ(xs)+
2

n2

n−s∑
m=s+1

1

m
, λ(xs) = λ(xs+1)+

2

n2

n−s∑
m=s+1

1

m
, ∀s, 2 ≤ s ≤ n

2
.

Notation 3.1. In the following we denote the hypergroup of Lemma 3.1 by
Hn, n ∈ N∗. ForHn, we denote the membership functions µ and λ introduced
in (ω′) by µn and λ

n
.

Example 3.1. Let us consider again the hypergroup Hn that has the fol-
lowing table

H x1 x2 x3 ... xn−1 xn

x1 x1 x1, x2 x1 → x3 ... x1 → xn−1 x1 → xn

x2 x2 x2, x3 ... x2 → xn−1 x2 → xn

x3 x3 ... x3 → xn−1 x3 → xn

... ... ... ...
xn−1 xn−1 xn−1, xn

xn xn

where we use the notation xi → xj = {xi, xi+1, ..., xj}, with i < j. Then we
obtain

µn(x1) µn(x2) µn(x3) µn(x4) λ
n
(x1) λ

n
(x2) λ

n
(x3) λ

n
(x4) πn(xk)

n = 2 0.500 0.250 0.250
n = 3 0.296 0.407 0.333 0.222 0.370
n = 4 0.197 0.302 0.354 0.250 0.447
n = 5 0.142 0.229 0.256 0.353 0.266 0.240 0.504
n = 6 0.108 0.179 0.212 0.342 0.273 0.240 0.547
n = 7 0.085 0.144 0.176 0.186 0.332 0.257 0.241 0.231 0.581
n = 8 0.075 0.125 0.145 0.159 0.226 0.176 0.156 0.141 0.698

where k ∈ {1, ..., n}. The missing values in the previous table are equal to
the other written values as in the formulas in Lemma 3.1.

Lemma 3.2. For the hypergroup Hn, with n an even number, for any s ∈
{1, 2, ..., n

2
} and n ≥ 6, we obtain

µn(xs) < λ
n
(xs).
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Corolary 3.2. Let us consider the hypergroup Hn. Then, for any s ∈
{1, 2, ..., n}, we obtain

π(Hn) = πn(xs) = 1− 1

n2

[
2− n+ 2(n+ 1)

n∑
m=2

1

m

]
.

Proof. Since

µn(x1) + λ
n
(x1) = 1

n2 [(1 + 2
∑n

m=2
1
m
) + (1− n+ 2n

∑n
m=2

1
m
)]

= 1
n2 [2− n+ 2(n+ 1)

∑n
m=2

1
m
],

the required result is proved.

Theorem 3.3. Let us consider the hypergroups (Hn, ◦) and (Hn+2, ◦), with
n an even natural number. Then

π(Hn) < π(Hn+2).

Proof. By Corollary 3.2, we will prove that

1

n2
[2− n+ 2(n+ 1)

n∑
m=2

1

m
] >

1

(n+ 2)2
[2− (n+ 2) + 2(n+ 3)

n+2∑
m=2

1

m
].

Denoting
∑n

m=2
1
m

by A, we will show that:

1

n2
[2− n+ 2(n+ 1)A] >

1

(n+ 2)2
[−n+ 2(n+ 3)(A+

2n+ 3

(n+ 1)(n+ 2)
)],

that is equivalent with

(2− n)(n+ 1)(n+ 2)3 + 2(n+ 1)2(n+ 2)3A >

> −n3(n+ 1)(n+ 2) + 2n2(n+ 1)(n+ 2)(n+ 3)A+ 2n2(2n+ 3)(n+ 3).

Therefore we have

4(n+ 1)(n+ 2)(n2 + 4n+ 2)A > 2(3n4 + 10n3 + n2 − 16n− 8)

if and only if

2A >
3n4 + 10n3 + n2 − 16n− 8

n4 + 7n3 + 16n2 + 14n+ 4
.
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We prove the last relation by induction on n.
For n = 3 the relation becomes 2(1

2
+ 1

3
) > 466

460
, that is 5

3
> 466

460
, that is true.

We suppose that

P (n) : 2
n∑

m=2

1

m
>

3n4 + 10n3 + n2 − 16n− 8

n4 + 7n3 + 16n2 + 14n+ 4
is true

and we prove that

P (n) : 2
n+1∑
m=2

1

m
>

3(n+ 1)4 + 10(n+ 1)3 + (n+ 1)2 − 16(n+ 1)− 8

(n+ 1)4 + 7(n+ 1)3 + 16(n+ 1)2 + 14(n+ 1) + 4
is fulfilled.

Since

2
n+1∑
m=2

1

m
= 2

n∑
m=2

1

m
+

2

n+ 1
>

3n4 + 10n3 + n2 − 16n− 8

n4 + 7n3 + 16n2 + 14n+ 4
+

2

n+ 1
,

it remains to prove that

3n5 + 15n4 + 25n3 + 17n2 + 4n

n5 + 8n4 + 23n3 + 30n2 + 18n+ 4
>

3n4 + 22n3 + 49n2 + 28n− 10

n4 + 11n3 + 43n2 + 71n+ 42
.

After simple computations that we omit here, we prove that the last relation
is true, for any natural number n.

Now the proof is complete.

Generalizing this theorem we obtain the following result.

Corolary 3.3. For the hypergroups Hn and Hn′, with n, n′ two even natural
numbers such that n < n′, we have the following relation:

π(Hn) < π(Hn′).

Proof. Let n′ = n + 2k, k ∈ N∗. We will prove the relation by induction
on k. For k = 1, by Theorem 3.3 we have π(Hn) < π(Hn+2). Assume the
corollary is true for k = m, i.e., π(Hn) < π(Hn+2m). Again by Theorem 3.3
we have π(Hn+2m) < π(Hn+2(m+1)). Thus, the thesis of the corollary is true
for k = m+ 1. This completes the induction and the proof.

We conclude this section with a result regarding the membership function
µn.

Theorem 3.4. Let us consider the hypergroups Hn and Hn+2, with n an
even natural number. Then, for any s ∈ {1, 2, ..., n/2}, we have the relation

µn(xs) > µn+2(xs).
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Proof. For any s ∈ {1, 2, ..., n/2}, we will prove that

1

n2
[2s− 1 + 2

n−2s+1∑
m=1

s

s+m
+ 2

s−1∑
m=1

m

n−m+ 1
] >

>
1

(n+ 2)2
[2s−1+2

n−2s+1∑
m=1

s

s+m
+2s(

1

n− s+ 2
+

1

n− s+ 3
)+2

s−1∑
m=1

m

n−m+ 3
].

Denote A = 2s− 1 + 2
n−2s+1∑
m=1

s

s+m
. Since

1

n2

(
2

s−1∑
m=1

m

n−m+ 1

)
>

1

(n+ 2)2

(
2

s−1∑
m=1

m

n−m+ 3

)
,

to prove that µn(xs) > µn+2(xs) it is enough to show that

(n+ 2)2A > n2

[
A+

2s(2n− 2s+ 5)

(n− s+ 2)(n− s+ 3)

]
,

that is true if and only if

A >
sn2(2n− 2s+ 5)

(2n+ 2)(n− s+ 2)(n− s+ 3)
.

Since
n−2s+1∑
m=1

s

s+m
>

s(n− 2s+ 1)

n− s+ 1
,

it follows that

A >
(4s− 1)n− 6s2 + 5s− 1

n− s+ 1
.

It remains to prove that

(4s− 1)n− 6s2 + 5s− 1

n− s+ 1
>

sn2(2n− 2s+ 5)

(2n+ 2)(n2 + (5− 2s)n+ s2 − 5s+ 6)
=

=
2sn3 + n2(−2s2 + 5s)

2n3 + n2(−4s+ 12) + n(2s2 − 14s+ 22) + 2s2 − 10s+ 12
,

and this is true if and only if

[2n3+n2(−4s+12)+n(2s2−14s+22)+2s2−10s+12][(4s−1)n−6s2+5s−1] >
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> (n− s+ 1)[2sn3 + n2(−2s2 + 5s)],

which is equivalent with

E(n) = n4(6s− 29 + n3(−24s2 + 55s− 14) + n2(30s3 − 143s2 + 161s− 34)+

+n(−12s4+102s3− 246s2+182s− 34)− 12s4+70s3− 124s2+70s− 12 > 0,

whenever 2 ≤ 2s ≤ n. Then we find

E(4)(n) = 144s− 48 > 0;

it follows that E ′′′(n) is a strictly increasing function, so

E ′′′(n) ≥ E ′′′(2s) = 144s2 + 234s− 84 > 0.

It follows that E ′′(n) is a strictly increasing function, so

E ′′(n) ≥ E ′′(2s) = 60s3 + 278s2 + 154s− 68 > 0.

Then E ′(n) is a strictly increasing function, thus

E ′(n) ≥ E ′(2s) = 12s4 + 126s3 + 230s2 + 46s− 34 > 0.

Thus, we obtain that E(n) is a strictly increasing function, so

E(n) ≥ E(2s) = 28s4 + 110s3 + 104s2 + 2s− 12 > 0, for any s ≥ 1,

and the required result is proved.

A generalized corollary follows.

Corolary 3.4. Let us consider the hypergroups Hn and Hn′ , with n, n′ even
numbers such that n < n′. Then

µn(xs) > µn′
(xs), ∀s ∈ {1, 2, ..., n/2}.

Proof. The proof is similar to the proof of Corollary 3.3.

4 Conclusions

Given a hypergroupoid H, one may calculate two numerical functions
associated with it: the fuzzy grade and the intuitionistic fuzzy grade. In
this note we define another one, called the Atanassov’s intuitionistic fuzzy
index of a hypergroupoid. This function depends on the values of the first
membership functions in the sequence of join spaces and intuitionistic fuzzy
sets associated with H as in [22]. We have determined it for some particular
hypergroups. We will investigate further properties and connections with the
intuitionistic fuzzy grade in a future work.
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Abstract

In this paper, we study linear codes capable of detecting and cor-
recting s-periodic errors. Lower and upper bounds on the number of
parity check digits required for codes detecting such errors are ob-
tained. Another bound on codes correcting such errors is also ob-
tained. An example of a code detecting such errors is provided.

Key words: parity check matrix, syndromes, standard array, pe-
riodic error.
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1 Introduction

Investigations in coding theory have been made in several directions but
one of the most important directions has been the detection and correction
of errors. It began with Hamming codes[9] for single errors, Golay codes[10,
11] for double and triple random errors and thereafter BCH codes[12, 13, 14]
were studied for multiple error correction. There is a long history towards
the growth of the subject and many of the codes developed have found appli-
cations in numerous areas of practical interest. One of the areas of practical
importance in which a parallel growth of the subject took place is that of
burst error detecting and correcting codes. It has also been observed that
in many communication channels, burst errors occur more frequently than
random errors. A burst of length b may be defined as follows:
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Definition 1.1. A burst of length b is a vector whose only non-zero com-
ponents are among some b consecutive components, the first and the last of
which is non zero.

Extending the work of Hamming[9], Abramson[1] developed codes which
dealt with the correction of single and double adjacent errors. The work due
to Fire[8] depicted a more general concept of burst errors.

Stone[19], and Bridwell and Wolf[4] considered multiple bursts. It was
noted by Chien and Tang[5] that in several channels errors do occur in the
form of a burst but not near the end of the vector. Channels due to Alexan-
der, Gryb and Nast[2] fall in this category. In this light, Chien and Tang
proposed a modification in the definition of a burst, now known as CT burst,
according to which a CT burst of length b is defined as follows:

Definition 1.2. A CT burst of length b is a vector whose only non zero
components are confined to some b consecutive positions, the first of which is
non-zero.

Recently a new kind of error, known as repeated burst, has been observed
by Berardi, Dass and Verma[3]. For further work on this type of error, one
may refer to [6, 7, 18] and references therein.

It is very clear that the nature of error differ from channel to channel
depending upon the behaviour of channels or the kind of errors which occur
during the process of transmission. There is a need to deal with many types
of error patterns and accordingly codes are to be constructed to combat
such error patterns. Though the errors are generally classified mainly in
two categories - random errors and burst errors, it has also been observed
that the occurrence of errors may follow a pattern, different from random
and burst. In certain communication channel like Astrophotography[21],
small mechanical error occurs periodically in the accuracy of the tracking
in a motorized mount that results small movements of the target that can
spoil long-exposure images, even if the mount is perfectly polar-aligned and
appears to be tracking perfectly in short tests. It repeats at a regular interval
- the interval being the amount of time it takes the mount’s drive gear to
complete one revolution. This type of error pattern is termed as periodic or
alternate pattern. It was in this spirit that the codes correcting s-alternate
errors were developed by Tyagi and Das [20]. An s-periodic error is defined
as follows:
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Definition 1.3. An s-periodic error is an n- tuple whose non zero compo-
nents are located at a gap of s positions where s = 1, 2, 3,....,(n− 1) and the
number of its starting positions is among the first s+ 1 components.

For s=1, the 1-periodic error vectors are the ones where error may occur
in 1st, 3rd, 5th...positions or 2nd, 4th, 6th,... positions. For example, in a
vector of length 8, 1-periodic error vectors are of the type 10101000, 00101000,
0010101, 10101010, 10001010, 01010101, 01000101, 00000101, 00000001 etc.

For s=2, the 2-periodic error vectors are those where error may occur
in 1st, 4th, 7th,... positions or 2nd, 5th, 8th,...positions or 3rd, 6th, 9th,...
positions. The 2-periodic error vectors may look like 10010010, 10000010,
00010010, 01000001, 01000000, 00001001, etc in a vector of length 8.

For s=3, in a code length 8, the 3-periodic errors are 10001000, 01000100,
00100010, 00010001, 10000000, 01000000 etc.

In what follows a linear code will be considered as a subspace of the space
of all n-tuples over GF(q). The distance between two vectors shall be con-
sidered in the Hamming sense.

The rest of the paper is organized as follows:
In section 2, we study the linear codes that detect any s-periodic error. We
obtain lower and upper bounds on the parity check digits for codes detecting
such errors. It is followed by an example of such a code. In second 3, we give
a bound (based on Reiger’s bound[16]) on codes correcting such errors .

2 Codes detecting s-periodic errors

We consider the linear codes that are capable of detecting any s-periodic
error. Clearly, the patterns to be detected should not be code words. In other
words we consider codes that have no s-periodic error as a code word. Firstly,
we obtain a lower bound over the number of parity-check digits required for
such a code. The proof is based on the technique used in theorem 4.13,
Peterson and Weldon [15].

Theorem 2.1. Any (n, k) linear code over GF(q) that detects any s-periodic

error must have at least

⌈
n

s+ 1

⌉
parity-check digits.

Proof. The result will be proved on the basis that no detectable error
vector can be a code word.
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Let V be an (n, k) linear code over GF(q). Consider a set X of all those
vectors such that the non-zero components are located at the first position
and thereafter a gap of s positions.
We claim that no two vectors of the set X can belong to the same coset of the
standard array; else a code word shall be expressible as a sum or difference
of two error vectors.
Assume on the contrary that there is a pair, say x1, x2 in X belonging to the
same coset of the standard array. Their difference viz. x1-x2 must be a code
vector. But x1-x2 is a vector all of whose non-zero components are located
at the 1st position or after a gap of s position and so is a member of X, i.e.,
x1-x2 is an s-periodic error, which is a contradiction. Thus all the vectors in
X must belong to distinct cosets of the standard array. The number of such

vectors over GF(q) is clearly qp, where p =

⌈
n

s+ 1

⌉
.

The theorem follows since there must be at least this number of cosets. 2

In the following, an upper bound on the number of check digits required
for the construction of a linear code discussed in theorem 2.1 is provided.
This bound assures the existence of such a linear code and has been obtained
by constructing a matrix under certain constraints. The proof is based on
the well known technique used in Varshomov-Gilbert Sacks bound (refer
Sacks[17], also theorem 4.7 Peterson and Weldon [15]).

Theorem 2.2. There exists an (n, k) linear code over GF(q) that has no
s-periodic error as a code word provided that

n− k ≥
⌈

n

s+ 1

⌉
.

Proof. The existence of such a code will be shown by constructing an
appropriate (n − k) × n parity-check matrix H. The requisite parity-check
matrix H shall be constructed as follows.
Select any non-zero (n− k)-tuples as the first j − 1 columns h1, h2,..., hj−1;
the jth(j > s+ 1) column hj is added provided that

hj ̸=
∑p

i=1 uihj−i(s+1)

where ui ∈ GF (q) and p =

⌈
j

s+ 1

⌉
− 1.

This condition ensures that no s-periodic error will be a code word. The
number of ways in which the coefficients ui can be selected is clearly qp.
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At worst, all these linear combinations might yield a distinct sum.

Therefore a column hj can be added to H provided that

qn−k > qp.

or,

n− k ≥
⌈

j

s+ 1

⌉
.

For a code of length n, replacing j by n gives the result. 2

Remark: The above two theorems can be combined as follows:

For detecting s-periodic errors in a linear code of length n,

⌈
n

s+ 1

⌉
parity

check symbols are necessary and sufficient.

Example 2.1. Consider a (7, 4) binary code with parity check matrix

H =

 1 1 1 0 0 1 0
0 1 0 1 1 1 0
0 0 1 0 1 1 1


This matrix has been constructed by the synthesis procedure, outlined in the
proof of Theorem 2.2, by taking s = 2 and n =7. It can be seen from Table
1 that the syndromes of the different 2-periodic errors are nonzero, showing
thereby that the code that is the null space of this matrix can detect all
2-periodic errors.

Table 1

Error patterns Syndromes
1000000 100
0001000 010
0000001 001
1001000 110
1000001 101
0001001 011
1001001 111
0100000 110
0000100 011
0100100 101
0010000 101
0000010 111
0010010 010
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3 Codes correcting s-periodic errors

The following theorem gives a bound on the number of parity-check dig-
its for a linear code that corrects s-periodic errors. The proof is based on
the technique used to establish Reiger’s bound[16] (also refer Theorem 4.15,
Peterson and Weldon [15]) for correction of s-periodic errors.

Theorem 3.1. An (n, k) linear code over GF(q) that corrects all t-periodic

errors, t = 2s+ 1 must have at least

⌈
n

s+ 1

⌉
parity-check digits.

Proof. Any vector that has the form of an s-periodic error can be ex-
pressible as a sum or difference of two vectors, each of which is an t-periodic
error. These component vectors must belong to different cosets of the stan-
dard array because both such errors are correctable errors. Accordingly, such
a vector viz. s-periodic error can not be a code vector. In view of Theorem

2.1, such a code must have at least

⌈
n

s+ 1

⌉
parity-check digits.
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Abstract

We explain some links between hypergrpoups and geometric spaces.
We show that for any given hypergroup it is possible to define a par-
ticular geometric space and then a canonical homomorphism between
the hypergroup and a group.
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1 Hypergroups and their properties

A hypergroupoid is a pair (G, ◦) where G is a non-empty set and ◦ :
G×G → P ′(G) is a mapping of G×G into the set of non-empty subsets of
G, denoted as P ′(G).

A semihypergroup is a hypergroupoid satisfying the following associative
property:

∀x, y, z ∈ G, (x ◦ y) ◦ z = x ◦ (y ◦ z), (1)

where the left hand side of (1) is the set (x ◦ y) ◦ z =
∪

u∈x◦y u ◦ z and the
right hand side is the set x ◦ (y ◦ z) =

∪
v∈y◦z x ◦ v. The associative property

means that the two set theoretical unions coincide.
We say that (G, ◦) satisfies the reproducibility property (both left and

right), if

∀a, b ∈ G, ∃x ∈ G : b ∈ a ◦ x and ∃y ∈ G : b ∈ y ◦ a. (2)

If (2) is satisfied, the family B2 = {a ◦ b : a, b ∈ G} is a covering of G (the
index 2 under B, means that we consider the hyper product of two elements
of G).
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A hypergroup is an associative hypergroupoid satisfying the reproducibil-
ity property.

We remark that a hypergroup (G, ◦) having a single valued product (that
is, such that ∀x, y ∈ G, |x ◦ y| = 1) is a group. This is because the following
result holds:

Theorem 1.1. An associative groupoid (G, ◦) is a group if, and only if,

∀a, b ∈ G, ∃x ∈ G : ax = b and ∃y ∈ G : ya = b. (3)

((3) is also called right and left quotient axiom).

Proof. If (G, ◦) is a classical group, (3) obviously holds. Assume that the
associative groupoid (G, ◦) satisfies (3). Let us proove that it is a group. Fix
a ∈ G, let u be one of the elements z ∈ G such that: az = a (see (3)). For
any c ∈ G, there is y ∈ G such that ya = c. Then we have au = a =⇒
y(au) = (ya)u = ya =⇒ cu = (ya)u = ya = c =⇒ cu = c. Hence,

∀c ∈ G, cu = c. (4)

Similarly, by (3), we prove that there exists v ∈ G such that:

∀c ∈ G, vc = c. (5)

By (4), for c = v and by (5), for c = u, we get vu = v, vu = u, that is v = u
and then ∀c ∈ G, uc = cu = c. Therefore the unity of (G, ◦) exists and it is
unique.

For any a ∈ G, there is at least an element a′ ∈ G and a′′ ∈ G such that:
aa′ = u = a′′a, (see 3). Then a′ = ua′ = (a′′a)a′ = a′′(aa′) = a′′u = a′′,
that is in G there is an element a′(= a′′), such that a′ = a′a = u. Such an
element a′ is obviously unique and it is the inverse, a−1, of a. Then (G, ◦) is
a classical group and the theorem is proved.

A substructure of the hypergroup (G, ◦) is a subset H (̸= ∅) such that
∀x, y ∈ H, x ◦ y ∈ H. The pair (H, ◦) is a semihypergroup, if it satisfies (1).
In particular it is a hypergroup if it satisfies also (2).

Let F be the set of all the substructures of (G, ◦). Two cases may occur.∩
T∈F

T /∈ ∅ or
∩
T∈F

T = ∅.

Set S = F in the first case and S = F ∪ {∅} in the second. In both cases it
is: G ∈ S and ∀i ∈ I, Ti ∈ S =⇒

∩
i∈I Ti ∈ S, where I is a non empty set of

70



Hypergroups and Geometric Spaces

indices. In this way, S is a closure system of G. Hence, for any X ⊆ G, the
closure X̄ of X in G is:

X =
∩

T ∈ S,
T ⊆ X

T

If X̄ = ∅, X̄ is the least (from the set theoretical perspective) substructure
containing X. So the following closure operator is defined as follows.

:̄ X ⊆ G −→ X̄ ∈ S. (6)

Note that this closure operator satisfies the following properties:

X ⊆ X̄;X ⊆ S, S ∈ S =⇒ X̄ ⊆ S;X = X̄ ⇐⇒ X ∈ S;

∀ X ⊆ G, X̄ = ¯̄X; ∀ X, Y ⊆ G, X ⊆ Y =⇒ X̄ = Ȳ ;

∀ i ∈ I, Xi ⊆ G =⇒
∪
i∈I

X̄i ⊆
∪
i∈I

Xi and
∩
i∈I

Xi ⊆
∩
i∈I

X̄i.

For all X ⊆ G, we define:

X independent
def⇐⇒ ∀ x ∈ X, x /∈ X r {x}, (7)

X dependent
def⇐⇒ ∈ x ∈ X, x ∈ X r {x}, (8)

X generator
def⇐⇒ X̄ = G, (9)

X base
def⇐⇒ X is independent and X̄ = G. (10)

The pair (G, ◦) is finitely generated if, and only if, there is a finite subset X
of G such that X̄ = G. We can easily prove that

Theorem 1.2. If (G, ◦) has a finite generator X then there is a finite base
contained in X.

A hypergroup (G, ◦) is called monic if, and only if, it does not contain
any substructure different from (G, ◦). If (G, ◦) is a hypergroup and n ∈
N+ = N− {0} then we let

Bn
def
= {x1 ◦ x2 ◦ . . . ◦ xn ∈ G : (x1, x2, . . . , xn) ∈ Gn}, (11)

B def
= {Bn : n ∈ N+}. (12)
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We call complete part of the hypergoup (G, ◦) a subset A such that

B ∈ B, B ∩ A ̸= ∅ =⇒ B ⊆ A. (13)

Obviously, ∅ and G are complete parts. Furthermore, the union and the
intersection of complete parts are complete parts. Moreover the complement
of a complete part is a complete part. Hence, the complete parts of (G, ◦)
form a topology, where every open set it is also closed. We remark that (G, ◦)
is a group if, and only if, every subset is a complete part (getting the discrete
topology). We easily prove that

If (G, ◦) is a hypergroup such that ∀ x, y ∈ G, ∈ B ∈ B such
that x, y ∈ B then the only complete parts of (G, ◦) are ∅ and
G (getting the trivial topology).

(14)

In Section 5, we characterize the complete parts of (G, ◦) and we prove
that the intersection of the subhypergroups which are also complete parts is
a subhypergroup which is a complete part. We remark that the intersection
of two subhypergroups may not be a subhypergroup in general. As a matter
of fact, the intersection of two subhypergroups may be even the emptyset; as
we will see in an example down below.

We define heart of (G, ◦) and we denote it by ω, the intersection of all
the subhypergroups which are also complete parts of (G, ◦); that is, the least
subhypergroup complete part of (G, ◦). We easily prove that (see (14)):

∀x, y ∈ G, ∃B ∈ B : x, y ∈ B =⇒ ω = G. (15)

As a matter of fact, by (14), the only complete parts of (G, ◦) are ∅ and G
and the only subhypergroup which is a complete part is G. The following
statements hold:

If G ∈ B then ω = G.

If (G, ◦) does not contain proper subhypergroups complete parts then ω = G.

If (G, ◦) is monic then ω = G.

We define scalar unity of (G, ◦) an element u ∈ G such that:

∀a ∈ G, a ◦ u = u ◦ a = {a}.

Obviously, if a scalar unity in (G, ◦) exists then it is unique. Moreover, {u} is
a subhypergroup of (G, ◦) and generally it is not a complete part. We get: {u}
is a complete part ⇐⇒ [∀a, b ∈ G : u ∈ a ◦ b =⇒ a ◦ b = u] ⇐⇒ {u} = ω.
In Section 5 we prove that u ∈ ω in any case. Finally, we remark that the
hypergroups having a scalar unity are rather difficult to discover.
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2 Examples of hypergroups

Example 2.1. Let G be any non-empty set. Define the multivalued product
∀x, y ∈ G, x ◦ y = G. Then (G, ◦) is a hypergroup which we call trivial.
This hypergroup is monic, its complete parts are only ∅ and G and its heart
coincides with G.

Example 2.2. Let G be any non-empty set. Define the product ∀x, y ∈ G,
x ◦ y = {x, y}. The (G, ◦) is called discrete hypergroup. Every non-empty
set is a subhypergroup and then there are subhypergroups whose intersection
is the empty set. By (14) the only complete parts of (G, ◦) are ∅ and G and
then ω = G.

Example 2.3. Let (G, ◦) be a group and N a normal sugroup of (G, ◦). Set
∀ x, y ∈ G, x ◦ y = xyN . Then (G, ◦) is a hypergroup. The condition (2) is
obvious (it suffices to set x = a−1b and y = ba−1); as regard the associativity,
we have:

∀ a, b ∈ G, (a ◦ b) ◦ c = abNc = abcN = a ◦ (b ◦ c).

Moreover, Bn coincides with the cosets of N in G and then ω = N and (N, ◦)
is the trivial hypergroup (that is x ◦ y = N).

Example 2.4. Let (Gi, ◦i)i∈I be a family of hypergroups (in particular of
groups) such that |I| ≥ 2, Gi ∩Gj = ∅, i ̸= j. Set G =

∪
i∈I Gi and

∀x, y ∈ G, x ◦ y def
=

{
x ◦i y if x, y ∈ (Gi, ◦i),
G if x ∈ Gi and x ∈ Gj.

It is easy to prove that the pair (G, ◦) is a hypergroup. For any i ∈ I we
get that (Gi, ◦i) is a subhypergroup of (G, ◦) and such hypergroups are two by
two disjoint. The only complete parts of (G, ◦) are ∅ and G and then ω = G.

Example 2.5. Let (G, ◦) be any group with |G| ≥ 3. Set:

∀x, y ∈ G, x ◦ y = Gr {xy}. (16)

Let us prove that (G, ◦) is a hypergroup. We have:

∀x, y, z ∈ G, (x ◦ y) ◦ z =
∪

t∈Gr{xy}

Gr {tz}. (17)

Since |G| ≥ 3, for any c ∈ G there is an element t′ in G such that t′ ∈
G r {xy, cz−1}. We have c ∈ G r {t′z}, with t′ ∈ G r {xy}, whence, by
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(17), c ∈ (x ◦ y) ◦ z. Therefore (x ◦ y) ◦ z = G. Similarly, we prove that
x ◦ (y ◦ z) = G. So, the associative property of (G, ◦) follows.

Now, let us prove the reproducibility property (2). For any a, b ∈ G
there is x ∈ G r {a−1b} and y ∈ G r {ba−1}. So, b ∈ G r {ax} = a ◦ x,
b ∈ Gr {ya} = y ◦ a. This implies (2).

Let us prove that (G, ◦) is monic. Let S be a subhypergroup of (G, ◦) and
a ∈ S. We have a ◦ a = G r {a2} ⊆ S, then |S| ≥ 2 (because |G| ≥ 3).
Now, let b ∈ S, with b ̸= a. It is a ◦ b = G r {ab} ⊆ S, hence, if S ̸= G
then S = Gr {ab} = Gr {a2} which is impossible because a ̸= b. Therefore,
S = G and (G, ◦) is monic.

We easily prove that the only complete parts of (G, ◦) are ∅ and G, and
so, ω = G.

Example 2.6. Let G = Rn. For any x, y ∈ Rn, with x ̸= y, set

x ◦ x = {x},
x ◦ y = the closed interval whose extremal points are x and y.

We prove that (Rn, ◦) is a hypergroup. In fact, the reproducibility property
is obvious and the associativity holds because (x ◦ y) ◦ z coincides with the
triangle (eventually, degenerate), T (x, y, z), with vertices x, y and z. The
same happens for x ◦ (y ◦ z). And so, (x ◦ y) ◦ z = T (x, y, z) = x ◦ (y ◦ z).

In (Rn, ◦) every convex set is a substructure and viceversa. The open
convexes are subhypergroups. Therefore, disjoint subhypergroups exist. More-
over, by (14) the only complete parts are ∅ and G = Rn, and then ω = G.

Example 2.7. Let G = P (d,K) be the d-dimensional projective space over
the field K. For all x, y ∈ P (d,K), with x ̸= y, set

x ◦ x = {x},
x ◦ y = the line through x and y.

It is easy to prove that (G, ◦) is a hypergroup. In fact, the reproducibility
property is obvious and the associativity holds because (x ◦ y) ◦ z coincides
with the subspace spanned by x, y and z. The substructures of (G, ◦) are
hypergroups and coincide with the subspaces of G = P (d,K). From (14), the
only complete parts of (G, ◦) are ∅ and G = P (d,K), and then ω = G.

Example 2.8. Let G = VK be a vector space over the field K. Set

∀ x, y ∈ G, x ◦ y = {a(x+ y) : a ∈ K}.

We can prove that (G, ◦) is a hypergroup. The substructure of (G, ◦) are the
subspaces of VK and, hence, they are hypergroups. Moreover (14) is satisfied
and the only complete parts of (G, ◦) are ∅ and G = VK. Hence, ω = G.
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Example 2.9. Let (G1, ◦1) and (G2, ◦2) be two hypergroups. Set G = G1 ×
G2. Furthermore, if x = (x1, x2) and y = (y1, y2) are two elements of G then

x◦y def
= (x1◦1 y1, x2◦2 y2. It is easy to prove that such a (G, ◦) is a hypergroup

which we call the cartesian product of (G1, ◦1) and (G2, ◦2). Similarly, we
define the cartesian product of a family of hypergroups {(Gi, ◦i) : i ∈ I}. In
particular, we set

G =
∏

i∈I Gi,
x ◦ y = {xi ◦i yi : i ∈ I}, where x = {xi : i ∈ I} and y = {yi : i ∈ I}.

We remark that if each (Gi, ◦i) has a scalar unity ui then the cartesian product
has a scalar unity u = {ui : i ∈ I}.

Example 2.10. In the examples from 2.1 to 2.8, the hypergroups do not have
a scalar unity. Now we give an example of a hypergroup with a scalar unity
of order 2. And this is also the simplest hypergroup which is not a group.
Consider the set G = {u, a} and set

u ◦ u def
= {u}, u ◦ a def

= a ◦ u def
= {a}, a ◦ a def

= {u, a}.

It can be easily checked that (G, ◦) is a hypergroup which as u as scalar unity.
From (14), the only complete parts of (G, ◦) are ∅ and G because a ◦ a = G.
Hence, ω = G. The only subhypergroup of (G, ◦) is {u} which is not a
complete part. The cartesian product of copies of such hypergroup is a wide
class of hypergroups with scalar unity.

3 Homomorphisms of hypergroups

Let (G, ◦) and (G′, ◦′) be two hypergroupoids. We call homomorphism of
(G, ◦) and (G′, ◦′) a mapping f : G −→ G′ such that

∀x, y ∈ G, f(x ◦ y) ⊆ f(x) ◦′ f(y). (18)

We remark that in general f(G) is a substructure of (G′, ◦′). Let us prove:

Theorem 3.1. If G −→ G′ is a homomorphism of (G, ◦) to (G′, ◦′), for
any substructure H ′ of (G′, ◦′) such that f−1(H ′) ̸= ∅ then H ′ = f−1(H ′)
is a substructure of (G, ◦). Moreover, if (G, ◦) satisfies the reproducibility
property, we have:

∀a′, b′ ∈ f(G),∃x′ ∈ f(G) : b′ ∈ a′ ◦′ x′ =⇒ ∃y′ ∈ G′ : b′ ∈ y′ ◦′ a′. (19)

Finally, if (G, ◦) and (G′, ◦′) are semihypergroups and A’ is a complete part
of (G′, ◦′) then A = f−1(A′) is a complete part of (G′, ◦′) and A = f−1(A′)
is a complete part of (G, ◦).

75



M. Scafati Tallini

Proof. Let x, y ∈ H. It is x′ = f(x), y′ = f(y) ∈ H ′ and then a′ ◦′ y′ ∈ H ′.
By (18) we get:

f(x ◦ y) ⊆ f(x) ◦′ f(y) = x′ ◦′ y′ ⊆ H ′, where x ◦ y ⊆ f−1(H ′) = H.

Therefore H is a substructure of (G, ◦).
If (G, ◦) satisfies the reproducibility property we get:

∀a′, b′ ∈ f(G) =⇒ ∃a, b ∈ G : a = f(a), b′ = f(b) =⇒

∃x ∈ G : b ∈ a ◦ x, ∃y ∈ G : b ∈ y ◦ a =⇒
∃x′ = f(x) ∈ f(G) : b′ ∈ f(a ◦ x) ⊆ f(a) ◦′ f(x) = a′ ◦′ x′ and

∃y′ = f(y) ∈ f(G) : b′ = f(y ◦ a) ⊆ f(y) ◦′ f(a) = y′ ◦′ a′ =⇒
∃x′ ∈ f(G), b′ ∈ a′ ◦′ x′,∃y′ ∈ f(G) : b′ ∈ y′ ◦′ a′.

If (G, ◦) and (G′, ◦′) are semihypergroups, that is the associativity property
holds, for any complete part A′ of (G′, ◦′), setting A = f−1(A′), we get, since
f(A) = A′ and setting x′

i = f(xi), xi ∈ Gi:

(x1 ◦ x2 ◦ . . . ◦ xn) ∩ A ̸= ∅ =⇒ f(x1 ◦ x2 ◦ . . . ◦ xn) ∩ f(A) ̸= ∅ =⇒

∅ ̸= f(x1 ◦ x2 ◦ . . . ◦ xn) ∩ f(A) ⊆ (x′
1 ◦′ x′

2 ◦′ . . . ◦′ x′
n) ⊆ A′ =⇒

(x1 ◦x2 ◦ . . . ◦xn) ⊆ f−1(x′
1 ◦′ x′

2 ◦′ . . . ◦′ x′
n) ⊆ A =⇒ (x1 ◦x2 ◦ . . . ◦xn) ⊆ A,

therefore, A is a complete part of (G, ◦) and the theorem is proved.

A homomorphism is called strong if in (18) the equality holds. Obviously,
if (G′, ◦′) is a groupoid (that is, if the operation ◦′ is single valued) then every
homomorphism between any two hypergroupoids (G, ◦) and (G′, ◦′) is strong.
Now, let us prove

Theorem 3.2. Let f be a strong homomorphism between the hypergroupoid
(G, ◦) and (G′, ◦′). Then

Im(f) = f(G) is a hypergroup; (20)

If H is a substructure of (G, ◦) then f(H) is a substructure of f(G); (21)

If H is a subhypergroup of (G, ◦) then f(H) is a subhypergroup of f(G);
(22)

If H ′ is a substructure of f(G) then f−1(H ′) is a substructure of (G, ◦);
(23)

If A′ is a complete part of (G′, ◦′) then f−1(A′) is a complete part of (G, ◦).
(24)

76



Hypergroups and Geometric Spaces

Proof. Since f is a strong homomorphism, if H is a substructure of (G, ◦)
then ∀x′, y′ ∈ f(H) =⇒ ∃x, y ∈ H: x′ = f(x), y′ = f(y) =⇒ x ◦ y ⊆ H,
x′ ◦′ y′ = f(x) ◦′ f(y) = f(x ◦ y) ⊆ f(H) =⇒ x′ ◦′ y′ ⊆ f(H) ⊆ f(G), that is

If H is a substructure of (G, ◦) then f(H) is a substructure of (G′, ◦′).
(25)

From (25) with H = G, we have that f(G) is a substructure of (G′, ◦′), that is
f(G) is closed with respect to the product. Furthermore, from Theorem 3.1
(second part), we have that (f(G), ◦′) satisfies the reproducibility property.

Let us prove that (f(G), ◦′) is associative. In fact, ∀x′, y′, z′ ∈ f(G)
∃x, y, z ∈ G: x′ = f(x), y′ = f(y), z′ = f(z) =⇒ (x′◦′y′)◦′z′ = f((x◦y)◦z) =
f(x ◦ (y ◦ z)) = x′ ◦′ (y′ ◦′ z′); and so, (f(G), ◦′) is a hypergroup. Hence,
the property (20) holds. The property (21) follows from (25) and (20). The
property (22) follows from (21) and Theorem 3.1 (second part). The property
(23) is trivial. The property (24) follows from Theorem 3.1 (third part).
Hence, the Theorem is proved.

Theorem 3.3. Let (G, ◦) be a hypergroup, ω be the heart of (G, ◦), (G′, ◦)
be a group and u be the unity of (G′, ◦). If f : G −→ G′ is a homomorphism
(necessarily, strong) of (G, ◦) in (G′, ◦) then

1. If H ′ is a subgroup of (G′, ◦) then f−1(H ′) is a subhypergroup of (G, ◦);

2. ∀A′ ⊆ G′, f−1(A′) is a complete part of (G, ◦);

3. ∀x′ ∈ f(G), f−1(x′) is a complete part ( ̸= ∅) of (G, ◦);

4. ∀B ∈ B (see (12), |f(B)| = 1;

5. ω ⊆ f−1(u).

Proof. If H ′ is a subgroup of G′, from (20), we have that H ′ ∩ f(G) is a
subgroup of f(G) and hence, from (23), f−1(H ′ ∩ f(G)) = f−1(H ′) is a
substructure of (G, ◦). Let us prove that (2) holds for f−1(H ′). We have
that:

∀a, b ∈ f−1(H ′), ∃x, y ∈ G: b ∈ a ◦ x, b ∈ y ◦ a =⇒

f(a), f(b) ∈ H ′, f(b) = f(a) · f(x) = f(y) · f(a) =⇒

f(x) = (f(a))−1 · f(b) ∈ H ′, f(y) = f(b) · (f(a))−1 ∈ H ′ =⇒

∃x, y ∈ f−1(H ′): b ∈ a ◦ x, b ∈ y ◦ a.

This implies that (2) holds for f−1(H ′). Hence (3.3,1) holds.
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Since every subset A′ of the group G′ is a complete part in G′, from
Theorem 3.1 (third part), we have that (3.3, 2) and (3.3, 3) hold.

For all B = (x1 ◦ x2 ◦ . . . ◦ xn) ∈ B, let x ∈ B. If x′ def
= f(x) ∈ f(B) then

x ∈ f−1(x′) and hence b ∩ f−1(x′) ̸= ∅. But, f−1(x′) is a complete part of
(G, ◦), hence B ⊆ f−1(x′), and so f(B) = {x′} and |f(B)| = 1. This implies
(3.3, 4).

The set {u} is a subgroup of G′, so from (3.3, 1), f−1(u) is a subhyper-
group of (G, ◦) which is also a complete part because of (3.3, 3). This implies
ω ⊆ f−1(u) because ω is the intersection of all the subhypergroups complete
parts of (G, ◦). This implies (3.3, 5) and hence the theorem.

.

The composition of two homomorphisms is a homomorphism, likewise
the composition of two strong homomorphisms is a strong homomorphism.
Furthermore the identity is a strong homomorphism. Hence, the hypergroups
form a category with respect to the homomorphisms and a category with
respect to the strong homomorphisms which is a subcategory of the first
category.

4 Geometric spaces

A geometric space is a pair (P,B), where P is a non-empty set, whose
elements we call points and B is a family of parts of P , whose elements we
call blocks. The set P is called the support of the geometric space and B
is called the geometric structure. Let (P,B) and (P ′,B′) be two geometric
spaces. We call isomorphism between them a bijection f : P → P ′, such that

∀B ∈ B, f(B) ∈ B′, ∀B′ ∈ B′, f−1(B′) ∈ B.

The composition of two isomorphisms is an isomorphism and the identity is
an isomorphism. It follows that within the geometric spaces the relation of
isomorphism is an equivalence relation. So, we study the equivalence classes
of such spaces. The isomorphisms of (P,B) onto itself are called automor-
phisms. The automorphisms of (P,B) form a group under the composition
which is called Aut(P,B). This gives rise to a geometry of the geometric space
(P,B). More precisely, two subsets F and F ′ of (P,B) are called “equal”, if
there is an automorphism of (P,B) which changes F onto F ′. Such an equal-
ity relation is an equivalence relation. The geometry of (P,B) is the study of
the properties of the subsets of (P,B) which are invariant under the group
Aut(P,B). Two geometric spaces (P,B) and (P ′,B′) are called equivalent,
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if, and only if,

Aut(P,B) = Aut(P ′,B′); (26)

that is, if the geometry determined by Aut(P,B) coincides with that arising
from Aut(P ′,B′).

We remark that, given a geometric space (P,B), if B′ consists of the
complements of the elements of B in P , then (P,B) and (P,B′) are ,because
of (26), two distinct geometric spaces, which have the same geometry.

Example 4.1. Let (S,A) be a topological space whose open sets are such
that ∅ ∈ A, S ∈ A, Aii∈I , Ai ∈ A =⇒

∪
i∈I Ai ∈ A, and A1, A2 ∈ A =⇒

A1 ∩ A2 ∈ A.
The complements of the open sets are the closed sets of the topology. We

denote by C the family of the closed sets. The two structures (P,A) and
(P, C) are two distinct geometric spaces, admitting the same geometry.

Example 4.2. Let R be the family of the lines of the real plane R2. The
pair (R2,R) is a geometric space which is called real affine plane. The group
Aut(R2,R) is called the group of the affinities of (R2,R) and we prove that
every affinity is an invertible linear transformation; that is:

x′ = ax+ by + c, y′ = a1x+ b1y + c1, with ab1 − a1b ̸= 0.

Example 4.3. Let C be the family of the circles of R2. The pair (R2, C) is
a geometric space. An automorphism of such a space is a bijection which
changes circles to circles and therefore changes also lines to lines (because it
changes three collinear points to three collinear points, and conversely). It
follows that an automorphism of (R2, C) is an affinity which changes circles
to circles and therefore it is a similitude. It follows that Aut(R2, C) is the
group of the similitudes of the real plane and the geometry of (R2, C) is the
similitude geometry.

Example 4.4. Let C1 be the family of the circles with radius 1 in the real
plane R2. The automorphisms of the geometric space (R2, C1) is the set of
the bijections changing the circles of radius 1 to themselves, We can prove
that such bijections change circles to circles and, then, lines to lines; hence,
Aut(R2, C1) is the group of the movements in the plane and the geometry of
(R2, C1) is the euclidean geometry.

Example 4.5. Let K be a field and P (r,K) be the r-dimensional projective
space over the field K. Its points are the (r + 1)-tuples not all zero in K,
defined up to a non-zero multiplicative factor. The lines consist of those
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points x = (x0, x1, . . . , xr) ∈ P (r,K) each of which is the linear combination
of two distinct fixed points y = (y0, y1, . . . , yr), z = (z0, z1, . . . , zr) ∈ P (r,K):

x = λy + µz ⇐⇒ xi = λyi + µzi, i = 0, 1, . . . , r

Let L be the family of the lines of P (r,K). The geometric space (P (r,K),L)
is the r-dimensional projective space over the field K. We prove that the
automorphisms of such a space are of the form

x′
i =

r∑
j=0

aijϑxj, i = 0, 1, . . . , r,

where det(ai,j) ̸= 0 and ϑ is a collineation (that is, an automorphism ϑ :
K → K. The geometry of (P (r,K),L) is called projective geometry.

Let (P,B) be any geometric space. An n-tuple of blocks (B1, B2, . . . , Bn)
is called polygonal of (P,B) if, and only if, Bi ∩Bi+1 ̸= ∅, i = 1, 2, . . . , n− 1.

Assume that B is a covering of P . In P the following relation γ is defined
(connectedness by polygonals):

∀ x, y ∈ P , x γ y ⇐⇒ there is a polygonal (B1, B2, . . . , Bn)
such that x ∈ B1 and y ∈ Bn.

(27)

The relation γ is an equivalence. In fact, γ is reflexive because B is a covering
of P , and it is also obviously symmetric and transitive. For any x ∈ P , the
equivalence class γ(x) of x is the union of the polygonals through x and it
is called connected component of x. If γ(x) = P then the space (P,B) is
connected by polygonals. Note that, in any geometric space (P,B), for all
given x ∈ P :

∀ B ∈ B, B ∩ γ(x) ̸= ∅ =⇒ B ⊆ γ(x).

This implies that if Bγ(x) indicates the family of blocks contained in γ(x)
then the pair (γ(x),Bγ(x) is a connected geometric space. This space is called
connected component of (P,B). Note that (P,B) is the disjoint union of its
connected components.

Example 4.6. Let Ω be a non-empty open set in Rn and let B be the family
of the closed segments contained in Ω. Consider the geometric space (Ω,B).
Actually, every classical polygonal is a polygonal according to the above def-
inition. Conversely, every above polygonal contains a classical polygonal.
Hence, the connected components of Ω in the classical sense coincide with
the connected components of Ω previously defined.
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Example 4.7. Let (V,E) be a graph. This is a geometric space (P,B) in
which P = V and B = V ∪ E. Note that every block has cardinality which
is less than or equal to 2. The classical notion of polygonal (or, path) of
a graph coincide with the above definition of polygonal. Also, the connected
components of (V,E) according to the classical definition coincide with the
connected components of (P = V,B = V ∪ E).

Example 4.8. A semilinear space (P,L), where the elements of L are called
lines, is a geometric space such that every line has at least two points and
through two distinct points there is at most a line. For instance, every graph
without loops is a semilinear space. Another example is given by any ruled
algebraic variety of P (r,K). The notion of polygonal actually coincide with
the classical one (a n-tuple of lines (l1, l2, . . . , ln) such that li ∩ li+1 ̸= ∅)
and then the notion of connected component of a semilinear space just given,
coincide with the classical one.

5 Hypergroups and geometric spaces

Let (G, ◦) be a hypergroupoid and let B be the family of parts of G
consisting of all the hyper products of more than one element in G (see (11)
and (12). Then the geometric space (P = G,B) remains defined. If in (G, ◦)
the reproducibility property (2) holds then B is a covering of G. If x, y ∈ G,
x is in relation τ with y if, and only if, there is an element B ∈ B containing

x and y. Equivalently, x τ y
def⇐⇒ there exists an hyper product containing

both x and y. The relation τ is reflexive because B is a covering of G and
obviously symmetric. However, τ may not be transitive in general.

We recall that a relation ρ defined in G can be regarded as a subset (called
graph of ρ) of the cartesian product G × G. This implies that it is possible
to define a partial ordering relation in the set of all the relations defined in
G given by the usual set-theoretical inclusion. Moreover, if {ρi : i ∈ I}
is a family of equivalence relations in G then ρ

def
=

∩
i∈I ρi is an equivalence

relation defined in G. This is because if a, b, c ∈ G, then

a ρ b ⇐⇒ a ρi b, ∀ i ∈ I;

and so, ρ is reflexive, symmetric, and transitive. This implies that the equiv-
alences in G form a closure system (also because the relation whose graph is
G× G is an equivalence relation). Now, let τ ∗ be the intersection of all the
equivalences containing τ . Note that τ ∗ is the smallest equivalence relation
(and hence, transitive) which contains the possibly non-transitive relation τ .
For this reason, τ ∗ is called transitive closure of τ . As a matter of fact, if G
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is an hypergroup then τ ∗ = τ as the following theorem states; and hence, τ
is transitive.

Theorem 5.1. Let G be a hypergroup,N∗ = N − 0, z be an element of the
heart ω of G and

P (z)
def
= {A ∈ P ′(G) : z ∈ A, ∃m ∈ N∗, ∃(a1, a2, ..., am) ∈ Gm : A =

m∏
j=1

aj}.

Set M =
∪

a∈P (z)A, then ω = M , τ ∗ = τ .

Proof. First we prove thatM is a complete part of G. Let (z1, z2, ..., zn) ∈ Gn

such that
∏

i∈I z∩M ̸= ∅. If a ∈
∏

i∈I zi ∩M then a product A ∈ P (z) such
that a ∈ A exists. From the reproducibility property of G, a pair (w, b) of
elements of G exists such that zn ∈ wz and z ∈ ab. Hence:

z ∈ ab ⊂
n−1∏
i=1

zib =
n−1∏
i=1

ziznb ⊂
n−1∏
i=1

ziwzb ⊂
n−1∏
i=1

ziwAb;

and so
∏n−1

i=1 ziwAb ⊂ M . It then follows that:

n∏
i=1

zi =
n−1∏
i=1

zizn ⊂
n−1∏
i=1

ziwz ⊂
∏

i = 1n−1ziwab ⊂
n−1∏
i=1

ziwAb ⊂ M,

and therefore M is a complete part of G.
For any non-empty subset A of G,we denote by C(A) the complete closure

of A; that is, the intersection of all the complete parts of G containing A.
Now, since z ∈ ω ∩M and M is a complete part of G, we have ω = C(z) ⊂
C(M) = M . Moreover, for any product A of P (z), it is z ∈ ω ∩A and, as ω
is a complete part of G, then A ⊂ ω and consequently the inclusion M ⊂ ω
holds; hence, M = ω.

Now, let x τ ∗ y. We have x ∈ C(y) = yω = yM and so a product A ∈ P (z)
exists such that x = yA. By the reproducibility property of ω, there exists
b ∈ ω such that z ∈ bz. Since b ∈ ω = M , there exist a product B ∈ P (z)
such that b ∈ B. By the reproducibility property of G, there is v ∈ G such
that y = vz. Now, from z ∈ A, {b, z} ⊂ B, y ∈ vz, z ∈ bz and x ∈ yA, we
get:

x ∈ yA ⊂ vzA ⊂ vbzA ⊂ vbBA, and y ∈ vz ⊂ vbz ⊂ vbbz ⊂ vbBA.

Consequently, it follows {x, y} ⊂ vbBA and then x τ y. So τ = τ ∗. We note
that a somewhat similar argument can be found in [1].
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Note that, the above theorem does not hold in the more general case of
G being a semihypergroup, as the following example shows.

Example 5.1. Let G be a set such that |G| ≥ 4 and let a, b, c, d be four
distinct elements of G. Let a ◦ a = {b, c} and, for any pair (x, y) ∈ G × G,
with (x, y) ̸= (a, a), let x ◦ y = {b, d}. It can be easily shown that the set
G equipped with the hyperproduct just defined is a semihypergroup such that,
for all n ∈ N, n ≥ 3 and for all (x1, x2, . . . , xn) ∈ Gn,

∏n
i=1 xi = {b, d}.

Furthermore, c τ b because a◦a = {b, c}, and b τ d because, say, a◦b = {b, d}.
This implies c τ ∗ b. However, c τ d does not hold.

If ρ is an equivalence relation in G containing τ (that is, such that x τ y
=⇒ x ρ y) then ρ contains the connectedness by polygonals relation γ defined
in (27); that is, ρ ⊇ τ =⇒ ρ ⊃ γ. In fact, since ρ ⊇ τ (that is, x τ y =⇒
x ρ y), if x γ y =⇒ ∃ (B1, B2, . . . , Bm): Bi ∈ B, Bi ∩ Bi−1 ̸= ∅, x ∈ B1

and y ∈ Bm =⇒ x τ x1, x1 ∈ B2 ∩ B1, x1 τ x2, x2 ∈ B3 ∩ B2, . . ., xm−1 τ y,
x1 ∈ Bm−1 ∩ Bm ̸= ∅ =⇒ x ρ x1, x1 ρ x2, . . ., xm−1 ρ y =⇒ x ρ y because ρ is
an equivalence and, hence, it is transitive. It then follows that

γ = τ ∗. (28)

Note that ∀ x, y ∈ G, x◦y ∈ B. Hence, all the elements of x◦y belong to the
same connected component of (G,B) which we denote by γ(x ◦ y). If x τ x′

and y τ y′ then x, x′ ∈ B1 ∈ B and y, y′ ∈ B2 ∈ B, then x ◦ y ⊆ B1 ◦ B2 and
x′ ◦ y′ ⊆ B1 ◦B2 and then γ(x ◦ y) = γ(x′ ◦ y′). This proves,

x τ x′ and y τ y′ =⇒ γ(x ◦ y) = γ(x′ ◦ y′). (29)

In the set G/γ = G/τ ∗ (see (28)) of the connected components of (G,B) it
is then possible to define the following single valued product.

∀ γ(x), γ(y) ∈ G/γ, where x, y ∈ G, γ(x) · γ(y) def
= γ(x ◦ y). (30)

The pair (G/γ, ·) just defined is a groupoid. Furthermore, the mapping

φ : (G, ◦) → G/γ
x → γ(x),

(31)

is a surjective homomorphism because of (30). This implies that (G/γ, ·) is
a group, because the associativity and (2) hold in G. Let u be the unity of
(G/γ, ·). It can be proved that every complete part A of (G, ◦) is the coun-
terimage through φ defined in (31) of a subset of (G/γ, ·), and so A is the
union of connected components. Moreover, the image under φ of every sub-
hypergroup complete part of (G, ◦) is a subgroup of (G/γ, ·), and viceversa.

83



M. Scafati Tallini

This implies that the intersection of a set of some subhypergroups complete
parts of (G, ◦) is a subhypergroup complete part of (G, ◦). Now, since the
heart ω of (G, ◦) is the intersection of all the subhypergroups complete parts
of (G, ◦) it follows that ω = φ−1(u).
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